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Welcome and Introduction

« This will be a short(ish) presentation, followed by a
longer Q&A session — please put questions in chat

« We're recording this session, the recording and these
slides will be posted on the webinars page

« There will be follow-up
conversations/webinars/tutorials with more details
about Azure and the cloud component of the
competition as they become available

Andy Howard
Azure HPC



Agenda

A Overview of HPC on Azure

A Testing vs Competition budgets
A Access and Quotas

A Q&A
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Purpose-built
HPC

A full range of CPU

and GPU capabilities
that help applications
scale to 80K+ cores
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Fast, Secure
Networking

FastInfiniBand inter-
connects as well as
edge-to-cloud

connectivity

A cloud built for HPC

High Performing
Storage

A range of storage
capabilities to support
simple-to-complex
storage needs
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Workload
Orchestration

Enddto dend
workflow agility
using known, familiar
tools & processes



Solve any HPC, Al workload — at any scale

A/B series VMs

Burstable virtual
machines (VMg

General purpose VMs

D: Standard workloads
E: High memory
F: Compute bound

L/M
-1

Optimized GP VMs

L: High SSD & IOPS

M: Extreme memory

bare-metal server

H/N
— Cray in Azure
Specialized VMs Managed custom

HB: Memory Bandwidth : Large to extreme-scale
HC: Dense Compute HPC infrastructure

H: High memory HPC Azure network integration
NC: GRGPU compute :

ND: Scalable Deep Learning

NV: Graphics / visualization
NP: Programmable FPGA
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1
Small scale MPI

(Handful of cores)

1
Extreme scale MPI

(100k+ cores)



Non-blocking Fat Tree topology Hardware offload of MPI collectives

Full MPI & NCCL Integration

A A A
< 1.5 microsecond latencies InfiniBand Network Core Up to 1.6 Th/s per VM
A A A A

Dynamic Connected Transport
Bare-metal passthrough Intelligent Adaptive Routing
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CPU VMs with InfiniBand

HB — Scalable AMD HPC
HC — Scalable Intel HPC



: HB-series

Scalable AMD HPC

AMD EPYC 249 and 3" Gen Processors
4 TeraFLOPS FP64 / 8 TeraFLOPS FP32
350 GB/S memory bandwidth

200 GB HDR InfiniBand

MPI Scaling to > 80,000 Cores

0.906 1.8 TBNVMe SSD + Azure Premium Storage

Scalable Intel HPC

Intel Xeon Platinum 15T Gen Processors

2.7 TeraFLOPS FP64 / 5.4 TeraFLOPS FP32
190 GB/S memory bandwidth

100 GB EDR InfiniBand

MPI Scaling to > 20,000 Cores

700 GB SSD + Azure Premium Storage



Azure HPC v. NSF Track 1

Supercomputing at Scale Azure v. a TOP10 Supercomputer

NAMD, nanoseconds/day, higher = better

Azure HBv2 outperforms TARCC OFronterad by

40-90% on equivalent test (NAMD 2.14) 2
1.5
Azure Al for Health working with Beckman 1
Institute at Univ lllinois on COVID19 modeling N I II
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Azure i s putting ONSF Trackl1ldéd supercomputing
Capabllltles a” over the planet B Frontera (AVX512, CLX) M Frontera (AVX2, CLX) ™ Azure HBv2 (AVX2, Rome)
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Azure HPC v. NCAR “Cheyenne”

Supercomputing at Scale

Azure HBv2 outperfor ms
2.2X (672 Azure VMs v. 1,024 Cheyenne nodes)

Demonstrates Azur eéGzle,abi
and highly impactful weather simulations, and

Simulation Speedup

WREF v. 4.1.3, OpenMPI 4.02, Azure HPC CentOS 7.7

Hurricane Maria, 371m gridpoints, 1km, 1 hr, 3s time-step
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val ue of Azureos continuous

technology rather than acquisition of static
hardware config

80,640 MPI ranks (Feb 2020 Cloud HPC Record)
110% scaling @128 VMs

72% scaling at 672 VMs (Model not big enough)
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HBv3 — The New Cloud HPC Flagship

Highest performance, most cost-effective CPU for HPC

Performance leadership both per VM or per core /

Range of sizes to fit greater range of customer needs
+19% IPC from Zen3 core v. Zen2 core, Up to 32 MB L3/core 3RD GEN AMD EPYC"
Simpler NUMA topology (4 NUMA domains per VM)

Large SSD gains* - 2x size, 4.7x IOPS, 3.6x bandwidth

200 Gb HDR InfiniBand, MP1 jobs up to 80,000 cores A Available now in East US, South Central USand West Europe
A Q4 2021 expansion to West US 3 and Singapore



