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On-Site Safety Protocols  
Proof of Vaccination
SC21 will require all in-person attendees, exhibitors, 
volunteers, and SC21 staff to be fully vaccinated. 
You are considered fully vaccinated 14 days after the 
last dose in your vaccine series. In order to pick up 
your registration badge, you must provide proof of 
COVID-19 vaccination from one of the FDA or World 
Health Organization (WHO) approved vaccines.  

Non-U.S.-Based Attendees: You are required to 
present an original, copy, or electronic photo of the 
proof of vaccination issued by your local government 
jurisdiction.

U.S.-Based Attendees: SC21 will use CLEAR to 
administer proof of vaccination for U.S.-based 
attendees. CLEAR’s free mobile app and Digital 
Vaccine Card feature provides a simple and secure 
way for this information to be shared. 
 

On-Site Registration and                      
Conference Store
Level 1, Plaza Lobby
Saturday, November 13, 1–6 pm
Sunday, November 14, 7 am–6 pm
Monday, November 15, 7 am–9 pm
Tuesday, November 16, 7:30 am–6 pm
Wednesday, November 17, 7:30 am–6 pm
Thursday, November 18, 7:30 am–5 pm
Friday, November 19, 8–11 am
 
 
First Time at the SC Conference
Level 1, Room 100
Monday, November 15, 4:30–5:15 pm 
 
The SC21 Conference extends a warm welcome 
to all first-time attendees. A session on Monday 
afternoon November 15 will provide an overview of 
the conference, describe what each type of badge 
permits, and make suggestions about interesting 
activities in which to participate so you can 
organize your conference experience. Available for 
both on-site and online attendees.

https://covid19.trackvaccines.org/agency/who/
https://www.clearme.com/healthpass/


Remote Participation  
Remote attendees will access conference content
served through the SC21 HUBB remote content 
platform. 
 
 
ATM/Banks/Currency Exchange 

Please note: SC21 is a cashless event. 
 
U.S. Bank ATM 
Level 1, next to the Ferrara Theatre 
and throughout the convention center
 
First Bank
556 N 7th St Unit 101 
St. Louis, MO 63101 
 
Bank of America
800 Market St. 
St. Louis, MO 63101

Jefferson Bank & Trust
2301 Market St 
St. Louis, MO 63103

 
Business Centers

UPS 
520 S Jefferson Ave 
St. Louis, MO 63101 
 
UPS Dropbox 
720 Olive St 
St. Louis, MO 63101
 
FedEx Offices
St. Louis Marriot Grand 
Across the street from the convention center 
801 Washington Ave 
St. Louis, MO 63101
 
FedEx 
700 Olive St 
St. Louis, MO 63101
(314) 436-4257 

FedEx 
4579 Laclede Ave 
St. Louis, MO 63108
(314) 361-5505

Coat and Bag Check
Level 1, Washington Lobby
Saturday, November 13, 11 am–8 pm
Sunday, November 14, 7 am–6 pm
Monday, November 15, 7 am–10 pm
Tuesday, November 16, 7 am–9 pm
Wednesday, November 17, 7 am–8 pm
Thursday, November 18, 7 am–7 pm
Friday, November 19, 7 am–1 pm

 
Exhibits
Exhibit Floor, Halls 1–4 
Tuesday, November 16, 10 am–6 pm
Wednesday, November 17, 10 am–6 pm
Thursday, November 18, 10 am–3 pm

 
Family Resources
Only children who are vaccinated for COVID-19 
may attend SC. All children must be registered 
at the Special Assistance desk in the registration 
area located on Level 1, Plaza Lobby. This infor- 
mation is needed in the event of an emergency or if 
a child needs to be reunited with a parent. Access 
policies vary according to the age of the child and 
the particular conference venue involved. 

Parents Room
America’s Center, Executive Conference Center 
Level 3, Room 371 
Sunday, November 14, 8 am–7 pm 
Monday, November 15, 8 am–7 pm
Tuesday, November 16, 8 am–7 pm
Wednesday, November 17, 8 am–7 pm
Thursday, November 18, 8 am–7 pm
Friday, November 19, 8 am–7 pm 

A quiet place with private breast pumping areas, 
refrigerators, changing tables, lockers to store your 
personal items, and plush chairs. There will also be a 
Mamava pod at the convention center for those who 
may be pumping.

https://sc21.hubb.me/


On-Site Child Care 
Child care services will not be available at SC21.

Family Day
Exhibit Floor, Halls 1–4
Wednesday, November 17, 4–6 pm

During this time, registered attendees can invite 
family members to join them for a walk through the 
Exhibits Hall. Attendees must check in their family 
members at the Special Assistance desk in the 
registration area located on Level 1, Plaza Lobby. 

First Aid 
The first aid station is on Level 1, just inside and to 
the left of America’s Center, Washington Avenue 
Entrance. 
 
 
Information Booths

SC Information Booth
Level 1, Plaza Lobby
Saturday, November 13, 1–5 pm
Sunday, November 14, 8 am–6 pm
Monday, November 15, 8 am–7 pm
Tuesday, November 16, 8 am–6 pm
Wednesday, November 17, 8 am–6 pm
Thursday, November 18, 8 am–6 pm
Friday, November 19, 8:30 am–noon

Convention Center and Local Services Booth 
The St. Louis Booth is staffed by local experts who 
can help with all your questions and plans.  
They offer information on attractions, dining,  
transportation options, maps, brochures, and a 
myriad of other helpful hints for navigating St. Louis.

Level 1, Washington Avenue Entrance
Saturday, November 13, noon–8 pm 
Sunday, November 14, 7 am–6 pm
Monday, November 15, 7 am–10 pm
Tuesday, November 16, 7 am–9 pm
Wednesday, November 17, 7 am–8 pm
Thursday, November 18, 7 am–6 pm
Friday, November 19, 7 am–1 pm

 
Lost and Found
Level 1, Washington Lobby near the America’s 
Center Washington Avenue Entrance.
 

Quiet Room
America’s Center, Executive Conference Center 
Level 3, Room 372
Sunday, November 14, 8 am–7 pm
Monday, November 15, 8 am–7 pm
Tuesday, November 16, 8 am–7 pm
Wednesday, November 17, 8 am–7 pm
Thursday, November 18, 8 am–7 pm
Friday, November 19, 8 am–7 pm 
 
The quiet room is a physical space where 
conversation and interaction are not allowed, 
where attendees can go for quiet, prayer, 
meditation, or similar activities.  



Receptions
At SC21, you’ll have the opportunity to attend  
several receptions associated with key conference 
elements. Enjoy these times to meet and socialize 
with presenters and fellow attendees.

Grand Opening Gala Reception
Exhibit Floor, Halls 1–4
Monday, November 15, 7–9 pm

This is your first opportunity to experience the 
Exhibits. Experience the latest high performance 
computing, networking, storage, analysis, and 
research products, services, and innovations. Open 
to all Technical Program, Exhibitor, and Students@
SC registrants.

Posters Reception
America’s Center, Second Floor Atrium
Tuesday, November 16, 5:15–7 pm

Celebrate the opening of the Posters program. Meet 
this year’s poster authors and enjoy complimentary 
refreshments and appetizers. Open to attendees 
with a Technical Program badge.  

Technical Program Reception
St. Louis City Museum
750 North 16th Street 
St. Louis, MO 63103 
Thursday, November 18, 6–9pm
 
SC hosts this reception in thanks to our attendees 
with food, drink, and socializing. A Technical 
Program badge OR event ticket, and government-
issued ID are required. This reception is included 
with Technical Program registration, and additional 
tickets (for your spouse, significant other, or friend) 
maybe be purchased during the registration process 
for $100. Non-Technical Program registrants may 
purchase a ticket during the registration process for 
$100.

Bus transportation will be available for those 
attending the Technical Program Reception. If your 
hotel is over a half mile from the America’s Center, 
the return bus will drop you off at your hotel. If your 
hotel is less than half a mile from the America’s 
Center, the bus will drop you off at the America’s 
Center.

• Pick-Up: America’s Center, Convention Plaza 
Entrance, 5:45 pm

• Drop-Off: America’s Center and select hotels
• Technical Program badge required
• Masks required on buses 

 
SC22 Information
Members of next year’s SC committee will be 
available in the SC22 preview booth to offer 
information and discuss next year’s SC conference 
in Dallas, Texas. 

SC22 Preview Booth
Level 1, Plaza Lobby
Tuesday, November 16, 10 am–5 pm
Wednesday, November 17, 10 am–5 pm
Thursday, November 18, 10 am–3 pm

SC22 Preview
Ferrara Theatre
Thursday, November 18, 8:30–8:40 am
 

Security
The SC21 security office is located in Level 1, 
Room 116.

 



Technical Program (TP) 

• Awards (Tue)
• Awards Ceremony (Thu)
• Birds of a Feather (Tue–Thu)
• Doctoral Showcase Presentations (Wed)
• Early Career (Mon)
• Exhibitor Forum (Tue–Thu)
• Exhibits (Tue–Thu)
• Grand Opening Gala Reception (Mon) | N/A for 

Remote Attendees
• Invited Talks (Tue–Thu)
• Keynote (Tue)

• Panels (Tue–Fri)
• Papers (Tue–Thu)
• Posters Display (Tue–Thu)
• Posters Reception (Tue) | N/A for Remote Attendees
• Research Posters Presentations (Wed)
• Scientific Visualization & Data Analytics 

Showcase (Wed)
• Technical Program Reception (Thu)
• SC21 HUBB access for items listed above included 

with Technical Progam registration

Tutorials (TUT)

• Keynote (Tue)
• Panels (Friday only)
• Science & Beyond Plenary (Mon)
• Tutorial Lunch (Sun and/or Mon) | N/A for Remote 

Attendees

• Tutorials (Sun and/or Mon) | Select On-Demand 
Tutorials for Remote Attendees

• Electronic access to all tutorial notes
• SC21 HUBB access for items listed above included 

with Tutorials registration

Workshops (W)

• Keynote (Tue)
• Panels (Friday only)
• Science & Beyond Plenary (Mon)

• Workshops (Sun, Mon)
• SC21 HUBB access for items listed above included 

with Workshops registration

Registration Pass Access 
On-Site & Remote

Exhibitor 24-hour Access (EX)

• Awards Ceremony (Thu)
• Birds of a Feather (Tue–Thu)
• Exhibitor Forum (Tue–Thu)
• Exhibits (Tue–Thu)
• Grand Opening Gala Reception (Mon) | N/A for 

Remote Attendees

• Invited Talks (Tue-Thu)
• Keynote (Tue)
• Panels (Friday only)
• Posters Display (Tue–Thu)
• Science & Beyond Plenary (Mon)
• SC21 HUBB access for items listed above included 

with Exhibitor 24-Hour registration

Exhibits Hall Only (XO)

• Awards Ceremony (Thu)
• Birds of a Feather (Tue–Thu)
• Exhibitor Forum (Tue–Thu)
• Exhibits (Tue–Thu)
• Keynote (Tue)

• Panels (Friday only)
• Posters Display (Tue–Thu)
• Science & Beyond Plenary (Mon)
• SC21 HUBB access for items listed above included 

with Exhibits Hall Only registration
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ACM Gordon Bell Finalist
(back to top)

Tuesday, November 16th

3:30 pm - 5:00 pm

Gordon Bell Prize Finalist Session 1

Session Description: This is the first of two sessions where ACM Gordon Bell Prize Finalists will
present their papers. The Gordon Bell Prize is awarded each year to recognize outstanding
achievement in high-performance computing. The purpose of the award is to track the progress
over time of parallel computing, with particular emphasis on rewarding innovation in applying high-
performance computing to applications in science, engineering, and large-scale data analytics.

Anton 3: Twenty Microseconds of Molecular Dynamics Simulation Before Lunch
David E. Shaw (DE Shaw Research LLC), Mark Moraes (DE Shaw Research LLC), Team D. E. Shaw
Research (DE Shaw Research LLC)

Anton 3 is the newest member in a family of supercomputers specially designed for atomic-level
simulation of molecules relevant to biology (e.g., DNA, proteins and drug molecules). Anton 3
achieves order-of-magnitude improvements in time-to-solution over its predecessor, Anton 2 (the
current state of the art), and is over 100-fold faster than any other currently available
supercomputer, thereby enabling broad new avenues of research on critical questions in biology
and drug discovery. This speedup means that a 512-node Anton 3 will simulate a million atoms at
100 microseconds per day. It attains this performance while consuming an order of magnitude less
energy per simulated microsecond than any other machine. Like its predecessors, Anton 3 was
designed from the ground up around a new custom chip to best exploit the capabilities offered by
new technologies. We present here the main architectural and algorithmic developments that were
necessary to achieve such significant advances.

A 400 Trillion-Grid Vlasov Simulation on Fugaku Supercomputer: Large-Scale Distribution of
Cosmic Relic Neutrinos in a Six-Dimensional Phase Space
Kohji Yoshikawa (University of Tsukuba), Satoshi Tanaka (Kyoto University, Japan), Naoki Yoshida
(University of Tokyo)



We report a Vlasov simulation of cosmic relic neutrinos combined with N-body simulation of cold
dark matter in the context of large-scale structure formation in the universe performed on Fugaku
supercomputer. Gravitational dynamics of the neutrinos is followed, for the first time, by directly
integrating the Vlasov equation in six-dimensional phase space. Our largest simulation combines
the Vlasov simulation on 400 trillion grids and 330 billion-body calculations in a self-consistent
manner, and reproduces accurately the nonlinear dynamics of neutrinos in the universe. The novel
high-order Vlasov solver is optimized by combining an array of state-of-the-art numerical schemes
and fully utilizing the SIMD instructions on the A64FX processors.

Time-to-solution of our simulation is an order of magnitude shorter than the largest N-body
simulations. The performance scales excellently up to 147,456 nodes (7 million CPU cores) on
Fugaku; weak and strong scaling efficiencies are 82% to 96% and 82% to 93%, respectively.

Symplectic Structure-Preserving Particle-in-Cell Whole-Volume Simulation of Tokamak Plasmas to
111.3 Trillion Particles and 25.7 Billion Grids
Jianyuan Xiao (University of Science and Technology of China), Team SymPIC (Various)

We employ our recently developed explicit second order charge-conservative symplectic
electromagnetic particle in-cell (PIC) scheme in the cylindrical mesh to simulate the whole-volume
magnetic confinement toroidal plasmas on the new Sunway supercomputer. From a large-scale
simulation of magnetized toroidal plasma with 111.3 trillion particles and 25.7 billion grids, we
have obtained a sustained performance exceeding 201.1 PFLOP/s (double precision) with the
fastest iteration step achieving 298.2 PFLOP/s (double precision). For the first time, unprecedented
high resolution evolution of 6D electromagnetic fully kinetic plasmas based on 2D equilibrium
profiles from Experimental Advanced Superconducting Tokamak (EAST) and designed operation
state of China Fusion Engineering Test Reactor (CFETR) are presented, and edge micro-instabilities
can be investigated directly. This shows the possibility to study crucial problems and phenomena in
the magnetic confinement toroidal plasma directly using the symplectic electromagnetic fully
kinetic PIC method on world’s leading supercomputers.

Wednesday, November 17th

10:30 am - 12:00 pm

Gordon Bell COVID-19 Special Prize Finalist Session 1



Session Description:

Digital Transformation of Droplet/Aerosol Infection Risk Assessment Realized on Fugaku for the
Fight against COVID-19
Kazuto Ando (RIKEN Center for Computational Science (R-CCS)), Rahul Bale (RIKEN Center for
Computational Science (R-CCS)), ChungGang Li (RIKEN Center for Computational Science (R-CCS)),
Satoshi Matsuoka (RIKEN Center for Computational Science (R-CCS)), Keiji Onishi (RIKEN Center for
Computational Science (R-CCS)), Makoto Tsubokura (RIKEN Center for Computational Science (R-
CCS))

The fastest supercomputer in 2020, Fugaku, has not only achieved digital transformation of
epidemiology in allowing end-to-end, detailed quantitative modeling of COVID-19 transmissions
for the first time, but also transformed the behavior of the entire Japanese public through its
detailed analysis of transmission risks in multitudes of societal situations entailing heavy risks. A
novel aerosol simulation methodology was synthesized out of a combination of a new CFD
methods meeting industrial demands, CUBE[1], which not only allowed the simulations to scale
massively with high resolution required for micrometer virus-containing aerosol particles, but also
extremely rapid time-to-solution due to its ability to generate the digital twins representing
multitudes of societal situations in minutes not week, attaining true overall application high
performance; such simulations have been running for the past 1.5 years on Fugaku, cumulatively
consuming top supercomputer-class resources and the result communicated by the media as well
as becoming official public policies.

Language Models for the Prediction of SARS-CoV-2 Inhibitors
Andrew E. Blanchard (Oak Ridge National Laboratory (ORNL)), John Gounley (Oak Ridge National
Laboratory (ORNL)), Debsindhu Bhowmik (Oak Ridge National Laboratory (ORNL)), Mayanka
Chandra Shekar (Oak Ridge National Laboratory (ORNL)), Isaac Lyngaas (Oak Ridge National
Laboratory (ORNL)), Shang Gao (Oak Ridge National Laboratory (ORNL)), Junqi Yin (Oak Ridge
National Laboratory (ORNL)), Aristeidis Tsaris (Oak Ridge National Laboratory (ORNL)), Feiyi Wang
(Oak Ridge National Laboratory (ORNL)), Jens Glaser (Oak Ridge National Laboratory (ORNL))

The COVID-19 pandemic highlights the need for computational tools to automate and accelerate
drug design for novel protein targets. We leverage deep learning language models to generate and
score drug candidates based on predicted protein binding affinity. We pre-trained a deep learning
language model (BERT) on ∼9.6 billion molecules, achieving peak performance of 603 petaflops in
mixed precision. Our work reduces pre-training time from days to hours, compared to previous
efforts with this architecture, while also increasing the dataset size by nearly an order of magnitude.
For scoring, we fine-tuned the language model using an assembled set of thousands of protein
targets with binding affinity data and searched for inhibitors of specific protein targets, SARS-



CoV-2 Mpro and PLpro. We utilized a genetic algorithm approach for finding optimal candidates
using the generation and scoring capabilities of the language model. Our generalizable models
accelerate the identification of inhibitors for emerging therapeutic targets.

Data-Driven Scalable Pipeline Using National Agent-Based Models for Real-Time Pandemic
Response and Decision Support
Parantapa Bhattacharya (University of Virginia), Jiangzhuo Chen (University of Virginia), Stefan
Hoops (University of Virginia), Dustin Machi (University of Virginia), Madhav Marathe (University of
Virginia), Team University of Virginia (University of Virginia)

We describe an integrated, data-driven operational pipeline based on national agent-based models
to support federal- and state-level pandemic planning and response. The pipeline consists of (i) an
automatic semantic-aware scheduling method that coordinates jobs across two separate high
performance computing systems; (ii) a data pipeline to collect, integrate and organize national- and
county-level disaggregated data for initialization and post-simulation analysis; (iii) a digital twin of
national social contact networks made up of 288 Million individuals and 12.6 Billion time-varying
interactions covering the US states and DC; (iv) an extension of a parallel agent-based simulation
model to study epidemic dynamics and associated interventions. Our pipeline can run 400
replicates of national runs in less than 33 hours, and reduces the need for human intervention,
resulting in faster turnaround times and higher reliability and accuracy of the results. Scientifically,
the work has led to significant advances in real-time epidemic sciences.

1:30 pm - 3:00 pm

Gordon Bell COVID-19 Special Prize Finalist Session 2

Session Description:

#COVIDisAirborne: AI-Enabled Multiscale Computational Microscopy of Delta SARS-CoV-2 in a
Respiratory Aerosol
Team #COVIDisAirborne (University of California, San Diego), Rommie Amaro (University of
California, San Diego), John Stone (University of Illinois), Tom Miller (Entos Inc), Lillian Chong
(University of Pittsburgh), Arvind Ramanathan (Argonne National Laboratory (ANL)), Adrian
Mulholland (University of Bristol)

We seek to completely revise current models of airborne transmission of respiratory viruses by
providing never-before-seen atomic-level views of the SARS-CoV-2 virus within a respiratory
aerosol. Our work dramatically extends the capabilities of multiscale computational microscopy to



address the significant gaps that exist in current experimental methods, which are limited in their
ability to interrogate aerosols at the atomic/molecular level and thus obscure our understanding of
airborne transmission. We demonstrate how our integrated data-driven platform provides a new
way of exploring the composition, structure, and dynamics of aerosols and aerosolized viruses,
while driving simulation method development along several important axes. We present a series of
initial scientific discoveries for the SARS-CoV-2 Delta variant, noting that the full scientific impact of
this work has yet to be realized.

FEP-Based Large-Scale Virtual Screening for Effective Drug Discovery against COVID-19
Zhe Li (Sun Yat-sen University, Guangzhou, China), Chengkun Wu (State Key Laboratory of High
Performance Computing, Changsha), Yishui Li (State Key Laboratory of High Performance
Computing, Changsha), Runduo Liu (Sun Yat-sen University, Guangzhou, China), Kai Lu (State Key
Laboratory of High Performance Computing, Changsha), Ruibo Wang (State Key Laboratory of High
Performance Computing, Changsha), Jie Liu (State Key Laboratory of High Performance Computing,
Changsha), Chunye Gong (State Key Laboratory of High Performance Computing, Changsha),
Canqun Yang (National Supercomputing Center, Tianjin), Xin Wang (Ocean University of China,
Qingdao), Chang-Guo Zhan (University of Kentucky), Hai-Bin Luo (Sun Yat-sen University,
Guangzhou, China)

As a theoretically rigorous and accurate method, FEP-ABFE (Free Energy Perturbation-Absolute
Binding Free Energy) calculations showed great potential in drug discovery, but its practical
application was difficult due to high computational cost. To rapidly discover antiviral drugs targeting
SARS-CoV-2 Mpro and TMPRSS2, we performed FEP-ABFE-based virtual screening for ∼12,000
protein-ligand binding systems on a new generation of Tianhe supercomputer. A task management
tool was specifically developed for automating the whole process involving more than 0.5 million
MD tasks. In further experimental validation, 50 out of 98 tested compounds showed significant
inhibitory activity towards Mpro, and one representative inhibitor, dipyridamole, showed remarkable
outcomes in subsequent clinical trials. This work not only demonstrates the potential of FEP-ABFE
in drug discovery, but also provides an excellent starting point for further development of anti-
SARS-CoV-2 drugs. Besides, ∼500 TB of data generated in this work will also accelerate the
further development of FEP-related methods.

Intelligent Resolution: Integrating Cryo-EM with AI-Driven Multi-Resolution Simulations to
Observe the SARS-CoV-2 Replication-Transcription Machinery in Action
Anda Trifan (University of Illinois), Defne Gorgun (University of Illinois), Zongyi Li (California
Institute of Technology), Alexander Brace (University of Chicago), Maxim Zvyagin (Argonne
National Laboratory (ANL)), Heng Ma (Argonne National Laboratory (ANL)), Anima Anandkumar
(California Institute of Technology), Venkatram Vishwanath (Argonne National Laboratory (ANL)),



John E. Stone (University of Illinois), Sarah A. Harris (University of Leeds), Arvind Ramanathan
(Argonne National Laboratory (ANL)), Team Intelligent Resolution (Argonne National Laboratory
(ANL))

The severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) replication transcription
complex (RTC) is a multi-domain protein responsible for replicating and transcribing the viral
mRNA inside a human cell. Attacking RTC function with pharmaceutical compounds is a pathway
to treating COVID-19. Conventional tools, e.g., cryo-electron microscopy and all-atom molecular
dynamics (AAMD), do not provide sufficiently high resolution or timescale to capture important
dynamics of this molecular machine. Consequently, we develop an innovative workflow that
bridges the gap between these resolutions, using mesoscale fluctuating "finite element analysis
(FFEA) continuum simulations and a hierarchy of AI-methods that continually learn and infer
features for maintaining consistency between AAMD and FFEA simulations. We leverage a multi-
site distributed workflow manager to orchestrate AI, FFEA, and AAMD jobs, providing optimal
resource utilization across HPC centers. Our study provides unprecedented access to study the
SARS-CoV-2 RTC machinery, while providing general capability for AI-enabled multi-resolution
simulations at scale.

3:30 pm - 5:00 pm

Gordon Bell Prize Finalist Session 2

Session Description: This is the second of two sessions where ACM Gordon Bell Prize Finalists will
present their papers. The Gordon Bell Prize is awarded each year to recognize outstanding
achievement in high-performance computing. The purpose of the award is to track the progress
over time of parallel computing, with particular emphasis on rewarding innovation in applying high-
performance computing to applications in science, engineering, and large-scale data analytics.

Closing the “Quantum Supremacy” Gap: Achieving Real-Time Simulation of a Random Quantum
Circuit Using a New Sunway Supercomputer
Haohuan Fu (Tsinghua University, China), Team SWQSIM (Various)

We develop a high-performance tensor-based simulator for random quantum circuits (RQCs) on
the new Sunway supercomputer. Our major innovations include: a near-optimal slicing scheme, and
a path-optimization strategy that considers both complexity and compute density; a three-level
parallelization scheme that scales to about 42 million cores; a fused permutation and multiplication
design that improves the compute efficiency for a wide range of tensor contraction scenarios; and a
mixed-precision scheme to further improve the performance. Our simulator effectively expands the
scope of simulative RQCs to include the 10×10 (qubits) × (1+40+1) (depth) circuit, with a sustained



performance of 1.2 Eflops (single-precision), or 4.4 Eflops (mixed-precision) as a new milestone for
classical simulation of quantum circuits, and reduces the simulation sampling time of Google
Sycamore to 304 seconds, from the previously claimed 10,000 years.

Extreme-Scale Ab Initio Quantum Raman Spectra Simulations on the Leadership HPC System in
China
Honghui Shang (Institute of Computing Technology, Chinese Academy of Sciences), Fang Li
(National Supercomputing Center in Wuxi), Yunquan Zhang (Institute of Computing Technology,
Chinese Academy of Sciences), Libo Zhang (National Supercomputing Center in Wuxi), You Fu
(Shangdong University of Science and Technology), Yingxiang Gao (Institute of Computing
Technology, Chinese Academy of Sciences), Yangjun Wu (Institute of Computing Technology,
Chinese Academy of Sciences), Xiaohui Duan (Tsinghua University, China), Rongfen Lin (Tsinghua
University, China), Xin Lui (National Supercomputing Center in Wuxi), Ying Liu (Institute of
Computing Technology, Chinese Academy of Sciences), Dexun Chen (Tsinghua University, China)

Raman spectroscopy provides chemical and compositional information that can serve as a
structural fingerprint for various materials. Therefore, simulations of Raman spectra, including both
quantum perturbation analyses and ground-state calculations, are of significant interest. Highly-
accurate full quantum mechanical (QM) simulations of Raman spectra, however, have previously
been confined to small systems. For large systems such as biological materials, full QM simulations
have an extremely high computational cost and remain challenging. In this work, robust new
algorithms and advanced implementations on many-core architectures are employed to enable fast,
accurate, massively parallel full ab initio simulations of the Raman spectra of realistic biological
systems containing up to 3006 atoms, with excellent strong and weak scaling. Up to a performance
of 468.5 PFLOP/s in double-precision and 813.7 PLOPS/s in mixed-half-precision is achieved on the
new-generation Sunway high-performance computing system, suggesting the potential for new
applications of the QM approach to biological systems.

Billion Atom Molecular Dynamics Simulations of Carbon at Extreme Conditions and Experimental
Time and Length Scales
Kien Nguyen Cong (University of South Florida), Jonathan T. Willman (University of South Florida),
Stan G. Moore (Sandia National Laboratories), Anatoly B. Belonoshko (KTH Royal Institute of
Technology, Sweden), Rahulkumar Gayatri (Lawrence Berkeley National Laboratory (LBNL)), Evan
Weinberg (NVIDIA Corporation), Mitchell A. Wood (Sandia National Laboratories), Aidan P.
Thompson (Sandia National Laboratories), Ivan I. Oleynik (University of South Florida)

Billion atom molecular dynamics (MD) using quantum-accurate machine-learned Spectral Neighbor
Analysis Potential (SNAP) observed long-sought high pressure BC8 phase of carbon at extreme



pressure (12 Mbar) and temperature (5,000 K). 24-hour, 4650-node production simulation on
OLCF Summit demonstrated unprecedented scaling and unmatched real-world performance of
SNAP MD while sampling one nanosecond physical time. Efficient implementation of SNAP force
kernel in LAMMPS using the Kokkos CUDA backend on NVIDIA GPUs combined with excellent
strong scaling (better than 97% parallel efficiency) enabled peak computing rate of 50.0 PFLOPS
(24.9% of theoretical peak) for a 20 billion atom MD simulation on the full Summit machine
(27,900 GPUs). The peak MD performance of 6.21 M atom steps/node-s is 22.9 times greater than
a previous record for quantum-accurate MD. Near perfect weak scaling of SNAP MD highlights its
excellent potential to advance the frontier of quantum-accurate MD to trillion atom simulations on
upcoming exascale platforms.



ACM Student Research Competition:
Graduate Poster
(back to top)

Tuesday, November 16th

8:30 am - 5:00 pm

ACM Student Research Competition Posters Display

Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new



scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?



In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-



performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.



Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose



SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction



Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.



One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning



Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite



compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.
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cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length



encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads



Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using



performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings



Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.

Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable



checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)



Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio



Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.



Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss



and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.

3:30 pm - 5:00 pm

Best ACM SRC Poster Presentations

Session Description:

Thursday, November 18th

8:30 am - 5:00 pm

ACM Student Research Competition Posters Display

Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,



GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the



literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be



resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a



scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.

Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming



ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore



to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-



associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,



which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here



we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.



ACM Student Research Competition:
Undergraduate Poster
(back to top)

Tuesday, November 16th

8:30 am - 5:00 pm

ACM Student Research Competition Posters Display

Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new



scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?



In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-



performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.



Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose



SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction



Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.



One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning



Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite



compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.
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cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length



encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads



Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using



performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings



Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.

Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable



checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)



Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio



Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.



Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss



and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.

3:30 pm - 5:00 pm

Best ACM SRC Poster Presentations

Session Description:

Thursday, November 18th

8:30 am - 5:00 pm

ACM Student Research Competition Posters Display

Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,



GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the



literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be



resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a



scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.

Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming



ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore



to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-



associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,



which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here



we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.
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Multilevel Algorithms for Multi-Constraint Graph Partitioning
George Karypis (University of Minnesota), Vipin Kumar (University of Minnesota)

Traditional graph partitioning algorithms compute a k-way partitioning of a graph such that the
number of edges that are cut by the partitioning is minimized and each partition has an equal
number of vertices. The task of minimizing the edge-cut can be considered as the objective and the
requirement that the partitions will be of the same size can be considered as the constraint. In this
paper we extend the partitioning problem by incorporating an arbitrary number of balancing
constraints. In our formulation, a vector of weights is assigned to each vertex, and the goal is to
produce a k-way partitioning such that the partitioning satisfies a balancing constraint associated
with each weight, while attempting to minimize the edge-cut.

Applications of this multi-constraint graph partitioning problem include parallel solution of multi-
physics and multi-phase computations, that underlay many existing and emerging large-scale
scientific simulations. We present new multi-constraint graph partitioning algorithms that are
based on the multilevel graph partitioning paradigm. Our work focuses on developing new types of
heuristics for coarsening, initial partitioning, and refinement that are capable of successfully
handling multiple constraints. We experimentally evaluate the effectiveness of our multi-constraint
partitioners on a variety of synthetically generated problems.

3:30 pm - 5:00 pm

Gordon Bell Prize Finalist Session 1

Session Description: This is the first of two sessions where ACM Gordon Bell Prize Finalists will



present their papers. The Gordon Bell Prize is awarded each year to recognize outstanding
achievement in high-performance computing. The purpose of the award is to track the progress
over time of parallel computing, with particular emphasis on rewarding innovation in applying high-
performance computing to applications in science, engineering, and large-scale data analytics.

Anton 3: Twenty Microseconds of Molecular Dynamics Simulation Before Lunch
David E. Shaw (DE Shaw Research LLC), Mark Moraes (DE Shaw Research LLC), Team D. E. Shaw
Research (DE Shaw Research LLC)

Anton 3 is the newest member in a family of supercomputers specially designed for atomic-level
simulation of molecules relevant to biology (e.g., DNA, proteins and drug molecules). Anton 3
achieves order-of-magnitude improvements in time-to-solution over its predecessor, Anton 2 (the
current state of the art), and is over 100-fold faster than any other currently available
supercomputer, thereby enabling broad new avenues of research on critical questions in biology
and drug discovery. This speedup means that a 512-node Anton 3 will simulate a million atoms at
100 microseconds per day. It attains this performance while consuming an order of magnitude less
energy per simulated microsecond than any other machine. Like its predecessors, Anton 3 was
designed from the ground up around a new custom chip to best exploit the capabilities offered by
new technologies. We present here the main architectural and algorithmic developments that were
necessary to achieve such significant advances.

A 400 Trillion-Grid Vlasov Simulation on Fugaku Supercomputer: Large-Scale Distribution of
Cosmic Relic Neutrinos in a Six-Dimensional Phase Space
Kohji Yoshikawa (University of Tsukuba), Satoshi Tanaka (Kyoto University, Japan), Naoki Yoshida
(University of Tokyo)

We report a Vlasov simulation of cosmic relic neutrinos combined with N-body simulation of cold
dark matter in the context of large-scale structure formation in the universe performed on Fugaku
supercomputer. Gravitational dynamics of the neutrinos is followed, for the first time, by directly
integrating the Vlasov equation in six-dimensional phase space. Our largest simulation combines
the Vlasov simulation on 400 trillion grids and 330 billion-body calculations in a self-consistent
manner, and reproduces accurately the nonlinear dynamics of neutrinos in the universe. The novel
high-order Vlasov solver is optimized by combining an array of state-of-the-art numerical schemes
and fully utilizing the SIMD instructions on the A64FX processors.

Time-to-solution of our simulation is an order of magnitude shorter than the largest N-body
simulations. The performance scales excellently up to 147,456 nodes (7 million CPU cores) on
Fugaku; weak and strong scaling efficiencies are 82% to 96% and 82% to 93%, respectively.



Symplectic Structure-Preserving Particle-in-Cell Whole-Volume Simulation of Tokamak Plasmas to
111.3 Trillion Particles and 25.7 Billion Grids
Jianyuan Xiao (University of Science and Technology of China), Team SymPIC (Various)

We employ our recently developed explicit second order charge-conservative symplectic
electromagnetic particle in-cell (PIC) scheme in the cylindrical mesh to simulate the whole-volume
magnetic confinement toroidal plasmas on the new Sunway supercomputer. From a large-scale
simulation of magnetized toroidal plasma with 111.3 trillion particles and 25.7 billion grids, we
have obtained a sustained performance exceeding 201.1 PFLOP/s (double precision) with the
fastest iteration step achieving 298.2 PFLOP/s (double precision). For the first time, unprecedented
high resolution evolution of 6D electromagnetic fully kinetic plasmas based on 2D equilibrium
profiles from Experimental Advanced Superconducting Tokamak (EAST) and designed operation
state of China Fusion Engineering Test Reactor (CFETR) are presented, and edge micro-instabilities
can be investigated directly. This shows the possibility to study crucial problems and phenomena in
the magnetic confinement toroidal plasma directly using the symplectic electromagnetic fully
kinetic PIC method on world’s leading supercomputers.

Wednesday, November 17th

8:30 am - 10:00 am

ACM and IEEE-CS Award Presentations

Session Description:

2021 ACM/IEEE-CS Ken Kennedy Award
David Abramson (University of Queensland)

Translational Research Computer Science and its application to Supercomputing

Translational Computer Science (TCS) is an analogue of Translational Medicine and builds on three
pillars: a laboratory where the work is performed; a locale where it is applied and a community who
are engaged. The benefits include a shorter time to adoption, potentially improved research
outcomes and deeper impact. In spite of a number of road blocks, researchers have used it
informally to guide their work. For example, it was clear that Ken Kennedy used TCS – engaging in
both deep theoretical research in language compilation for parallel supercomputers but translating
it through practical compilers and tools. In this talk, I will provide personal experiences with TCS



and how it has shaped my research in supercomputing. I will discuss two exemplar projects: one in
distributed supercomputing and another in parallel debugging. I will highlight the role of
community, especially the PRAGMA collaboration across the Pacific Rim. I will illuminate the role of
undergraduate (and even high school) students in these activities, drawing on Ken Kennedy’s
legacy for mentoring the next generation of researchers.

2021 IEEE Sidney Fernbach Award
David Bader (New Jersey Institute of Technology)

Innovations for Solving Global Grand Challenges

Supercomputers enable us to tackle some of the most challenging computational and data-
intensive real-world problems facing our societies and the planet. In this talk, David A. Bader, the
2021 IEEE Computer Society Sidney Fernbach Award recipient, will share his passion for solving
these global grand challenges. Bader revolutionized the computing industry by architecting the first
Linux Supercomputer. Today, all the Top 500 supercomputers in the world are Linux HPC systems.
His seminal contributions include the first general-purpose programming methodology for
multicore clusters and accelerator technologies, such as his pioneering use of the Cell processor
and GPUs. Bader is also recognized for his long-standing research efforts on novel parallel and
streaming algorithms that have produced multiple “firsts” for graph traversal, search, centrality, and
community detection, and many of the best-performing graph algorithms for GPUs. Bader is an
innovator in academia as well. In 2005, Bader founded Computational Science and Engineering at
Georgia Tech, created MS and PhD academic programs, and launched a successful new school. In
2019, Bader moved to New Jersey Institute of Technology as inaugural director of the Institute of
Data Science, founded the Department of Data Science, and created one of the first B.S. degrees in
Data Science.

10:30 am - 12:00 pm

Gordon Bell COVID-19 Special Prize Finalist Session 1

Session Description:

Digital Transformation of Droplet/Aerosol Infection Risk Assessment Realized on Fugaku for the
Fight against COVID-19
Kazuto Ando (RIKEN Center for Computational Science (R-CCS)), Rahul Bale (RIKEN Center for
Computational Science (R-CCS)), ChungGang Li (RIKEN Center for Computational Science (R-CCS)),
Satoshi Matsuoka (RIKEN Center for Computational Science (R-CCS)), Keiji Onishi (RIKEN Center for



Computational Science (R-CCS)), Makoto Tsubokura (RIKEN Center for Computational Science (R-
CCS))

The fastest supercomputer in 2020, Fugaku, has not only achieved digital transformation of
epidemiology in allowing end-to-end, detailed quantitative modeling of COVID-19 transmissions
for the first time, but also transformed the behavior of the entire Japanese public through its
detailed analysis of transmission risks in multitudes of societal situations entailing heavy risks. A
novel aerosol simulation methodology was synthesized out of a combination of a new CFD
methods meeting industrial demands, CUBE[1], which not only allowed the simulations to scale
massively with high resolution required for micrometer virus-containing aerosol particles, but also
extremely rapid time-to-solution due to its ability to generate the digital twins representing
multitudes of societal situations in minutes not week, attaining true overall application high
performance; such simulations have been running for the past 1.5 years on Fugaku, cumulatively
consuming top supercomputer-class resources and the result communicated by the media as well
as becoming official public policies.

Language Models for the Prediction of SARS-CoV-2 Inhibitors
Andrew E. Blanchard (Oak Ridge National Laboratory (ORNL)), John Gounley (Oak Ridge National
Laboratory (ORNL)), Debsindhu Bhowmik (Oak Ridge National Laboratory (ORNL)), Mayanka
Chandra Shekar (Oak Ridge National Laboratory (ORNL)), Isaac Lyngaas (Oak Ridge National
Laboratory (ORNL)), Shang Gao (Oak Ridge National Laboratory (ORNL)), Junqi Yin (Oak Ridge
National Laboratory (ORNL)), Aristeidis Tsaris (Oak Ridge National Laboratory (ORNL)), Feiyi Wang
(Oak Ridge National Laboratory (ORNL)), Jens Glaser (Oak Ridge National Laboratory (ORNL))

The COVID-19 pandemic highlights the need for computational tools to automate and accelerate
drug design for novel protein targets. We leverage deep learning language models to generate and
score drug candidates based on predicted protein binding affinity. We pre-trained a deep learning
language model (BERT) on ∼9.6 billion molecules, achieving peak performance of 603 petaflops in
mixed precision. Our work reduces pre-training time from days to hours, compared to previous
efforts with this architecture, while also increasing the dataset size by nearly an order of magnitude.
For scoring, we fine-tuned the language model using an assembled set of thousands of protein
targets with binding affinity data and searched for inhibitors of specific protein targets, SARS-
CoV-2 Mpro and PLpro. We utilized a genetic algorithm approach for finding optimal candidates
using the generation and scoring capabilities of the language model. Our generalizable models
accelerate the identification of inhibitors for emerging therapeutic targets.

Data-Driven Scalable Pipeline Using National Agent-Based Models for Real-Time Pandemic
Response and Decision Support



Parantapa Bhattacharya (University of Virginia), Jiangzhuo Chen (University of Virginia), Stefan
Hoops (University of Virginia), Dustin Machi (University of Virginia), Madhav Marathe (University of
Virginia), Team University of Virginia (University of Virginia)

We describe an integrated, data-driven operational pipeline based on national agent-based models
to support federal- and state-level pandemic planning and response. The pipeline consists of (i) an
automatic semantic-aware scheduling method that coordinates jobs across two separate high
performance computing systems; (ii) a data pipeline to collect, integrate and organize national- and
county-level disaggregated data for initialization and post-simulation analysis; (iii) a digital twin of
national social contact networks made up of 288 Million individuals and 12.6 Billion time-varying
interactions covering the US states and DC; (iv) an extension of a parallel agent-based simulation
model to study epidemic dynamics and associated interventions. Our pipeline can run 400
replicates of national runs in less than 33 hours, and reduces the need for human intervention,
resulting in faster turnaround times and higher reliability and accuracy of the results. Scientifically,
the work has led to significant advances in real-time epidemic sciences.

1:30 pm - 3:00 pm

Gordon Bell COVID-19 Special Prize Finalist Session 2

Session Description:

#COVIDisAirborne: AI-Enabled Multiscale Computational Microscopy of Delta SARS-CoV-2 in a
Respiratory Aerosol
Team #COVIDisAirborne (University of California, San Diego), Rommie Amaro (University of
California, San Diego), John Stone (University of Illinois), Tom Miller (Entos Inc), Lillian Chong
(University of Pittsburgh), Arvind Ramanathan (Argonne National Laboratory (ANL)), Adrian
Mulholland (University of Bristol)

We seek to completely revise current models of airborne transmission of respiratory viruses by
providing never-before-seen atomic-level views of the SARS-CoV-2 virus within a respiratory
aerosol. Our work dramatically extends the capabilities of multiscale computational microscopy to
address the significant gaps that exist in current experimental methods, which are limited in their
ability to interrogate aerosols at the atomic/molecular level and thus obscure our understanding of
airborne transmission. We demonstrate how our integrated data-driven platform provides a new
way of exploring the composition, structure, and dynamics of aerosols and aerosolized viruses,
while driving simulation method development along several important axes. We present a series of
initial scientific discoveries for the SARS-CoV-2 Delta variant, noting that the full scientific impact of
this work has yet to be realized.



FEP-Based Large-Scale Virtual Screening for Effective Drug Discovery against COVID-19
Zhe Li (Sun Yat-sen University, Guangzhou, China), Chengkun Wu (State Key Laboratory of High
Performance Computing, Changsha), Yishui Li (State Key Laboratory of High Performance
Computing, Changsha), Runduo Liu (Sun Yat-sen University, Guangzhou, China), Kai Lu (State Key
Laboratory of High Performance Computing, Changsha), Ruibo Wang (State Key Laboratory of High
Performance Computing, Changsha), Jie Liu (State Key Laboratory of High Performance Computing,
Changsha), Chunye Gong (State Key Laboratory of High Performance Computing, Changsha),
Canqun Yang (National Supercomputing Center, Tianjin), Xin Wang (Ocean University of China,
Qingdao), Chang-Guo Zhan (University of Kentucky), Hai-Bin Luo (Sun Yat-sen University,
Guangzhou, China)

As a theoretically rigorous and accurate method, FEP-ABFE (Free Energy Perturbation-Absolute
Binding Free Energy) calculations showed great potential in drug discovery, but its practical
application was difficult due to high computational cost. To rapidly discover antiviral drugs targeting
SARS-CoV-2 Mpro and TMPRSS2, we performed FEP-ABFE-based virtual screening for ∼12,000
protein-ligand binding systems on a new generation of Tianhe supercomputer. A task management
tool was specifically developed for automating the whole process involving more than 0.5 million
MD tasks. In further experimental validation, 50 out of 98 tested compounds showed significant
inhibitory activity towards Mpro, and one representative inhibitor, dipyridamole, showed remarkable
outcomes in subsequent clinical trials. This work not only demonstrates the potential of FEP-ABFE
in drug discovery, but also provides an excellent starting point for further development of anti-
SARS-CoV-2 drugs. Besides, ∼500 TB of data generated in this work will also accelerate the
further development of FEP-related methods.

Intelligent Resolution: Integrating Cryo-EM with AI-Driven Multi-Resolution Simulations to
Observe the SARS-CoV-2 Replication-Transcription Machinery in Action
Anda Trifan (University of Illinois), Defne Gorgun (University of Illinois), Zongyi Li (California
Institute of Technology), Alexander Brace (University of Chicago), Maxim Zvyagin (Argonne
National Laboratory (ANL)), Heng Ma (Argonne National Laboratory (ANL)), Anima Anandkumar
(California Institute of Technology), Venkatram Vishwanath (Argonne National Laboratory (ANL)),
John E. Stone (University of Illinois), Sarah A. Harris (University of Leeds), Arvind Ramanathan
(Argonne National Laboratory (ANL)), Team Intelligent Resolution (Argonne National Laboratory
(ANL))

The severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) replication transcription
complex (RTC) is a multi-domain protein responsible for replicating and transcribing the viral
mRNA inside a human cell. Attacking RTC function with pharmaceutical compounds is a pathway



to treating COVID-19. Conventional tools, e.g., cryo-electron microscopy and all-atom molecular
dynamics (AAMD), do not provide sufficiently high resolution or timescale to capture important
dynamics of this molecular machine. Consequently, we develop an innovative workflow that
bridges the gap between these resolutions, using mesoscale fluctuating "finite element analysis
(FFEA) continuum simulations and a hierarchy of AI-methods that continually learn and infer
features for maintaining consistency between AAMD and FFEA simulations. We leverage a multi-
site distributed workflow manager to orchestrate AI, FFEA, and AAMD jobs, providing optimal
resource utilization across HPC centers. Our study provides unprecedented access to study the
SARS-CoV-2 RTC machinery, while providing general capability for AI-enabled multi-resolution
simulations at scale.

3:30 pm - 5:00 pm

Gordon Bell Prize Finalist Session 2

Session Description: This is the second of two sessions where ACM Gordon Bell Prize Finalists will
present their papers. The Gordon Bell Prize is awarded each year to recognize outstanding
achievement in high-performance computing. The purpose of the award is to track the progress
over time of parallel computing, with particular emphasis on rewarding innovation in applying high-
performance computing to applications in science, engineering, and large-scale data analytics.

Closing the “Quantum Supremacy” Gap: Achieving Real-Time Simulation of a Random Quantum
Circuit Using a New Sunway Supercomputer
Haohuan Fu (Tsinghua University, China), Team SWQSIM (Various)

We develop a high-performance tensor-based simulator for random quantum circuits (RQCs) on
the new Sunway supercomputer. Our major innovations include: a near-optimal slicing scheme, and
a path-optimization strategy that considers both complexity and compute density; a three-level
parallelization scheme that scales to about 42 million cores; a fused permutation and multiplication
design that improves the compute efficiency for a wide range of tensor contraction scenarios; and a
mixed-precision scheme to further improve the performance. Our simulator effectively expands the
scope of simulative RQCs to include the 10×10 (qubits) × (1+40+1) (depth) circuit, with a sustained
performance of 1.2 Eflops (single-precision), or 4.4 Eflops (mixed-precision) as a new milestone for
classical simulation of quantum circuits, and reduces the simulation sampling time of Google
Sycamore to 304 seconds, from the previously claimed 10,000 years.

Extreme-Scale Ab Initio Quantum Raman Spectra Simulations on the Leadership HPC System in
China



Honghui Shang (Institute of Computing Technology, Chinese Academy of Sciences), Fang Li
(National Supercomputing Center in Wuxi), Yunquan Zhang (Institute of Computing Technology,
Chinese Academy of Sciences), Libo Zhang (National Supercomputing Center in Wuxi), You Fu
(Shangdong University of Science and Technology), Yingxiang Gao (Institute of Computing
Technology, Chinese Academy of Sciences), Yangjun Wu (Institute of Computing Technology,
Chinese Academy of Sciences), Xiaohui Duan (Tsinghua University, China), Rongfen Lin (Tsinghua
University, China), Xin Lui (National Supercomputing Center in Wuxi), Ying Liu (Institute of
Computing Technology, Chinese Academy of Sciences), Dexun Chen (Tsinghua University, China)

Raman spectroscopy provides chemical and compositional information that can serve as a
structural fingerprint for various materials. Therefore, simulations of Raman spectra, including both
quantum perturbation analyses and ground-state calculations, are of significant interest. Highly-
accurate full quantum mechanical (QM) simulations of Raman spectra, however, have previously
been confined to small systems. For large systems such as biological materials, full QM simulations
have an extremely high computational cost and remain challenging. In this work, robust new
algorithms and advanced implementations on many-core architectures are employed to enable fast,
accurate, massively parallel full ab initio simulations of the Raman spectra of realistic biological
systems containing up to 3006 atoms, with excellent strong and weak scaling. Up to a performance
of 468.5 PFLOP/s in double-precision and 813.7 PLOPS/s in mixed-half-precision is achieved on the
new-generation Sunway high-performance computing system, suggesting the potential for new
applications of the QM approach to biological systems.

Billion Atom Molecular Dynamics Simulations of Carbon at Extreme Conditions and Experimental
Time and Length Scales
Kien Nguyen Cong (University of South Florida), Jonathan T. Willman (University of South Florida),
Stan G. Moore (Sandia National Laboratories), Anatoly B. Belonoshko (KTH Royal Institute of
Technology, Sweden), Rahulkumar Gayatri (Lawrence Berkeley National Laboratory (LBNL)), Evan
Weinberg (NVIDIA Corporation), Mitchell A. Wood (Sandia National Laboratories), Aidan P.
Thompson (Sandia National Laboratories), Ivan I. Oleynik (University of South Florida)

Billion atom molecular dynamics (MD) using quantum-accurate machine-learned Spectral Neighbor
Analysis Potential (SNAP) observed long-sought high pressure BC8 phase of carbon at extreme
pressure (12 Mbar) and temperature (5,000 K). 24-hour, 4650-node production simulation on
OLCF Summit demonstrated unprecedented scaling and unmatched real-world performance of
SNAP MD while sampling one nanosecond physical time. Efficient implementation of SNAP force
kernel in LAMMPS using the Kokkos CUDA backend on NVIDIA GPUs combined with excellent
strong scaling (better than 97% parallel efficiency) enabled peak computing rate of 50.0 PFLOPS
(24.9% of theoretical peak) for a 20 billion atom MD simulation on the full Summit machine
(27,900 GPUs). The peak MD performance of 6.21 M atom steps/node-s is 22.9 times greater than



a previous record for quantum-accurate MD. Near perfect weak scaling of SNAP MD highlights its
excellent potential to advance the frontier of quantum-accurate MD to trillion atom simulations on
upcoming exascale platforms.

Thursday, November 18th

12:30 pm - 1:30 pm

SC21 Awards Ceremony

Session Description:

SC21 Awards Ceremony

The SC21 conference awards, as well as selected ACM and IEEE awards, will be presented. The
awards include Student Cluster Competition Winners, Best Student Paper, Best Paper, Test of
Time, Best Poster, Best Scientific Visualization, Best Reproducibility Advancement Award, IEEE
TCHPC Award for Excellence for Early Career Researchers in High Performance Computing, ACM
Student Research Competition, ACM/IEEE-CS George Michael Memorial HPC Fellowship, ACM
Gordon Bell Prize and Gordon Bell Special Prize for High Performance Computing-Based
COVID-19 Research, ACM SIGHPC Computational & Data Science Fellowships, ACM SIGHPC
Outstanding Doctoral Dissertation.

Everyone with an SC21 badge is welcome to attend.



Birds of a Feather
(back to top)

Tuesday, November 16th

12:15 pm - 1:15 pm

Adopting a Common Ecosystem for DSL Development

Session Description:
Nick Brown (Edinburgh Parallel Computing Centre (EPCC), University of Edinburgh)

Domain Specific Languages (DSLs) are a powerful way of providing programmer productivity and
performance when developing HPC codes. The enriched semantic information enables effective
exploitation of supercomputers, which is especially important for exascale due to the high degrees
of parallelism and complex heterogeneous architectures. DSLs, however, are often developed in
isolation, sharing little underlying infrastructure, which can mean they are somewhat immature,
suffering from bugs, a potential lack of maintenance and lack of third party tooling. In this BoF we
will focus on how we, as a community, can consolidate our efforts and look to develop a common
DSL ecosystem.

12:15 pm - 1:15 pm

InfiniBand In-Network Computing Technology and Roadmap

Session Description:
Gilad Shainer (NVIDIA Corporation)

Standard-based interconnect InfiniBand enjoys the continuous development of new capabilities.

HDR 200G InfiniBand In-Network Computing technology provides innovative engines offloading
and accelerating communication frameworks and application algorithms. The session will discuss
the InfiniBand In-Network Computing technology and test results from DoE systems, Canada’s
fastest InfiniBand Dragonfly-based supercomputer at the University of Toronto, and the NVIDIA
Selene AI supercomputer and more.



As the need for faster data speed accelerates, the InfiniBand Trade Association has been working to
set the goals for future speeds (NDR, XDR). This topic will also be covered at the session, and will
include the first NDR results.

12:15 pm - 1:15 pm

Charm++ and AMPI: Adaptive and Asynchronous Parallel Programming

Session Description:
Sam White (University of Illinois, Charmworks Inc)

This BoF is community gathering about parallel programming using Charm++, Adaptive MPI, the
many applications built on them and associated tools, covering recent advances in Charm++ and
the experiences of application developers with Charm++ and AMPI. There will also be a discussion
on the future directions of Charm++, opportunities to learn more and to form collaborations.
Charm++ is a production-grade many-tasking programming framework and runtime system for
modern HPC systems. It offers high productivity and performance portability through features such
as multicore and accelerator support, dynamic load balancing, fault tolerance, latency hiding,
interoperability with MPI and OpenMP, and online job-resizing.

12:15 pm - 1:15 pm

How GPT-3 is Spearheading the Fourth Industrial Revolution

Session Description:
Kevin Jorissen (Oracle)

Scaling a large language training model such as GPT-3 across 64 NVIDIA A100 GPUs and beyond
can be complex and difficult to tune for high performance. This BoF will bring industry experts and
users together to discuss the current trends, challenges and approaches to effectively scale these
trainings across large clusters of GPUs in the cloud. The goal is to foster discussions amongst the
HPC and AI communities to share best practices, and for the platforms that host these workloads to
understand how best to support those running these applications.

12:15 pm - 1:15 pm

Impacting Cancer with HPC: Big Data, Bias and Digital Twins



Session Description:
Eric Stahlberg (Frederick National Laboratory for Cancer Research)

High-performance computing has long been employed in cancer research and clinical applications.
Yet recently, with the convergence of AI, large-scale computing and tremendous data assets, the
role of HPC in cancer is undergoing a revolution. Borrowing from proven approaches in other HPC
fields, the prospects for a personalized cancer patient digital twin, such as those comprising multi-
scale integrated biological models are taking off. With implications for future clinical applications
and research across the broader medical field, patient digital twins hold huge potential to be
globally transformative to HPC and to medicine, as data and bias challenges are overcome.

12:15 pm - 1:15 pm

HPC in the DoD

Session Description:
Jerrell Ballard (US Department of Defense HPC Modernization Program, US Army Engineer
Research and Development Center (ERDC))

The DoD has invested significant time and funding to acquire HPC systems, software and
networking to support a large base of DoD users on HPC-backed projects. This BoF will use
interactive lightning talks about current and future research, technology acquisition plans and
software development needs that align with DoD goals. These interactive talks are intended to
help external organizations and researchers connect with DoD HPC leadership and encourage
partnerships and collaborations for problem solving. External engagement will help DoD users and
HPC sites grow expertise and connect to the larger HPC community.

12:15 pm - 1:15 pm

SIGHPC Roundtable

Session Description: Join an information chat with SIGHPC leaders to learn more about supported
programs, volunteer opportunities, and running for office.

12:15 pm - 1:15 pm

Open MPI State of the Union 2021

Session Description:



George Bosilca (University of Tennessee, Knoxville)

Open MPI continues to drive the state-of-the-art in HPC. This year, we've added new features,
fixed bugs, improved performance and collaborated with many across the HPC community. We'll
discuss what Open MPI has accomplished over the past year and present a roadmap for the next
year.

One of Open MPI's strength lies in its diversity: we represent many different viewpoints across the
HPC ecosystem. To that end, many developers from the community will be present to discuss and
answer your questions both during and after the BoF.

12:15 pm - 1:15 pm

Solving the Fabric Management Gordian Knot

Session Description:
Michael Aguilar (Sandia National Laboratories)

Modern HPC and Enterprise computing systems can benefit from a more efficient way to assemble
and control network fabrics. The OpenFabrics Alliance (OFA) together with its partners the DMTF,
SNIA and the Gen-Z Consortium, are developing a new open-source fabric management
framework to provide a unified set of tools to control and monitor multiple network fabric types.
This BoF seeks input from the HPC network, storage and security communities to provide useful
tools to meet their needs, as well as open participation in the development of the OpenFabrics
Management Framework.

12:15 pm - 1:15 pm

Object Stores for HPC: a Devonian Explosion or an Extinction Event?

Session Description:
Philippe Deniel (Atomic Energy and Alternative Energies Commission (CEA))

The rise of exascale brings major challenges for storage systems, reaching the scalability limits
with legacy solutions such as POSIX and parallel file systems. As HPC experts rethink data access
paths in the data-intensive HPC paradigm, object store seems a promising path. Both scalable and
flexible, it provides options within the HPC ecosystem, whereas it became a cornerstone for cloud.
The object storage paradigm lives a plentiful evolution, but has many facets. Is it the next stage of



evolution for data storage in HPC as we move towards exascale and beyond? Or is it just a passing
fad?

12:15 pm - 1:15 pm

Accelerating Storage IO to GPUs

Session Description:
CJ Newburn (NVIDIA Corporation)

Whether you’re exploring petabytes of geological data, training massive neural networks, or
modeling high-speed financial trading, your GPU-dependent applications are burdened by slow I/O
when loading datasets. Historically, CPUs control GPU I/O. As computation shifts from slower
CPUs to faster GPUs, the need to bypass CPUs and accelerate GPU-storage traffic to relieve these
performance bottlenecks increases. This session will provide a brief overview of key trends,
available solutions,and illustrative application performance gains in this space. The majority of the
session will engage in an open, forward-looking discussion with the gathered community on
promising areas for investigation.

12:15 pm - 1:15 pm

Operational Data Analytics

Session Description:
Alessio Netti (Leibniz Supercomputing Centre)

Many HPC sites are developing and deploying systems for operational data analytics (ODA) to help
them understand and optimize their HPC operations. The complexity and sophistication of those
systems as well as the components of the HPC operations covered vary significantly and there is
ambiguity in the terminology used. In this BoF we want to discuss the current state-of-the-practice
in ODA and investigate future developments. We will introduce and leverage a new conceptual
framework that establishes common terminology and scope that will help to fuel the discussion
with the audience and paint a meaningful picture of ODA.

12:15 pm - 1:15 pm

StreamWare: A Scalable Framework for Accelerating Streaming Data Science



Session Description:
Viktor Prasanna (University of Southern California (USC))

This Birds-of-a-Feather session brings together a diverse community of interest around streaming
data and the development of StreamWare, an open source framework supported in part by the NSF
Principles and Practice of Scalable Systems (PPoSS) program. The session will discuss the
architecture of StreamWare and the opportunities for cross-layer optimizations from the
architecture and system up to the applications. The session will contain a brief overview of
StreamWare and an open forum for community input from developers and users.

12:15 pm - 1:15 pm

Two Worlds Collide: Traditional HPC Simulation and the Modern AI/Machine
Learning Stack

Session Description:
Sam Partee (Hewlett Packard Enterprise)

The Birds of a Feather (BoF) Two Worlds Collide: Traditional HPC Simulation and the Modern
AI/Machine Learning Stack will highlight the current experiences, challenges, and future
opportunities of several laboratories as they grapple with the need to leverage AI and machine
learning to advance state-of-the-art research. The goal of this BoF is to present current thinking,
execution and future needs between traditional HPC simulation and the modern AI/machine
learning stack. This BoF will also wrestle with the topic; given current capability, what does the
community need to prioritize to achieve the desired outcomes of combining HPC Simulation and
AI/ML.

12:15 pm - 1:15 pm

Data Commons and Data Ecosystems for Biomedical Data and the ML/AI
Applications Over Them

Session Description:
Robert Grossman (University of Chicago, Open Commons Consortium)

The biomedical research community is increasingly developing data commons and other cloud-
based data platforms to manage, analyze and share their large biomedical datasets, particularly
large genomics and imaging datasets. Some examples include the NCI Genomic Data Commons,



the NCI Cancer Research Data Commons, NHLBI BioData Catalyst, and NIBIB Medical Imaging and
Data Resource Center (MIDRC). In this BOF, we provide an update on these platforms and then
invite the audience to participate in a roadmap for future developers, especially around cloud-based
high-performance data stores integrated with machine learning and AI capabilities.

5:15 pm - 6:45 pm

Liquid Cooling Challenges and Facility Experiences: What's Next?

Session Description:
Chris DePrater (Lawrence Livermore National Laboratory)

Liquid cooling is key to dealing with heat density, reducing energy consumption and increasing
performance. With more than a decade's experience with liquid cooling, major supercomputing
centers are still facing challenges with adoption. Part of the reason is that system load and density
continue to grow, but also because load variability is increasing in magnitude and variability. This
BoF present gaps, issues and lessons learned. It discusses what’s needed for liquid cooling to be
implemented more readily. Topics covered include design tools to assess relative efficiencies of
cooling systems, water quality control and heat recovery.

5:15 pm - 6:45 pm

The Future of NSF Supported Advanced Cyberinfrastructure

Session Description:
Manish Parashar (National Science Foundation (NSF))

The National Science Foundation's vision and investment plans for cyberinfrastructure (CI) are
designed to address the evolving needs of the science and engineering research community. Senior
leadership and Program staff from NSF’s Office of Advanced Cyberinfrastructure (OAC) will discuss
the latest funding opportunities across all aspects of the research CI ecosystem. Discussions will
cover Leadership-Class Computing, the OAC Core Research program, Advanced Computing
Systems and Services, campus cyberinfrastructure, international research & engineering network
connections, the NSF-funded CI Coordination ecosystem, and the roles of data and software.
Substantial time will be devoted to Q&A between attendees and NSF staff.

5:15 pm - 6:45 pm



UCX: Unified Communication X Community

Session Description:
Gilad Shainer (NVIDIA Corporation)

In order to exploit the capabilities of new HPC systems and to meet their scalability requirements,
communication software needs to scale on millions of cores and support applications with
adequate functionality. UCX is a collaboration among industry, national labs and academia that
consolidates that provides a unified open-source framework.

The UCX project is managed by the UCF consortium (http://www.ucfconsortium.org/) and includes
members from LANL, ANL, Ohio State University, AMD, ARM, IBM, NVIDIA and more. The session
will serve as the UCX community meeting, and will introduce the latest development to HPC
developers and the broader user community.

5:15 pm - 6:45 pm

Successful FPGA Programming Methods and Tools for HPC

Session Description:
Martin Herbordt (Boston University)

FPGAs have gone from niche components to being a central part of many data centers worldwide,
and are now being considered for core HPC installations. While it is generally agreed that what has
prevented more widespread use of FPGAs is programmability, vendors and the wider community
have recently made tremendous progress: FPGAs for general HPC is apparently within reach. This
BOF has two parts. The first is a series of lightning talks presenting new tools and methods. The
second is a general discussion driven by the interests of the attendees and potentially including
additional topics.

5:15 pm - 6:45 pm

HPC Graph Toolkits and the GraphBLAS Forum

Session Description:
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL))

HPC systems are diverse. Programmers can’t afford to customize software from scratch for each
case. We need frameworks that hide hardware behind high-level abstractions. Workflows are



complex with graphs, databases, simulations, ML and more. A framework for each leads to a
composability nightmare. HPC programmers need to join forces and drive a solution to this
problem. In this BoF we start with graph analytics but with an eye to the wider scope of modern
workflows. We bring together the GraphBLAS, SHAD, and other framework-communities to
consider the frameworks we need to support the future of software in HPC.

5:15 pm - 6:45 pm

HPC System Test: Towards Improving Availability and Portability of HPC Test
Suites

Session Description:
Verónica Melesse Vergara (Oak Ridge National Laboratory (ORNL))

The goal of this BoF is to bring together diverse international HPC centers to discuss system testing
methodologies and procedures, learn about tools available for test execution and monitoring and,
most importantly, collaborate to build a comprehensive collection of regression and acceptance
tests usable across facilities. A roadmap of the current state of test availability at LANL, KAUST,
CSCS and ORNL will be discussed, followed by a group working discussion on how to best
distribute and contribute to these test suites. Furthermore, we will invite potential attendees to sign
up for lightning talks on current testing suites and their availability.

5:15 pm - 6:45 pm

Ceph in HPC Environments

Session Description:
Benjamin Lynch (University of Minnesota)

Ceph is an open-source distributed object store with an associated file system widely used in cloud
and distributed computing. In addition, both the object store and file system components are seeing
increasing deployments as primary data storage for traditional HPC. Ceph is backed by a robust,
worldwide open source community effort with broad participation from major HPC and storage
vendors. This BOF session will bring together Ceph implementers to share their deployment
experiences, as well as provide feedback to the developer community on needed features and
enhancements specific to the HPC community.



5:15 pm - 6:45 pm

Khronos SYCL 2020 status and future directions

Session Description:
Simon Mcintosh-Smith (University of Bristol)

SYCL is an open standard with a new release in February 2021. After SC17, SC18, SC19, and
SC20's successful ISO C++ SYCL BoF, and with increasing use of C++ in HPC, there was popular
demand for updates on the new SYCL 2020 features. It means developers there will be able to
write their HPC software using the SYCL standard and that will enable the same software on the
forthcoming all-Intel Aurora supercomputer at Argonne National Lab, NERSC, LBL, ORNL, and
potentially, supercomputers with other architectures, including AMD, ARM, or RISC-V.

5:15 pm - 6:45 pm

TOP500 Supercomputers

Session Description:
Erich Strohmaier (TOP500, Lawrence Berkeley National Laboratory (retired))

The TOP500 list of supercomputers serves as a “Who’s Who” in the field of High Performance
Computing (HPC). It started as a list of the most powerful supercomputers in the world and has
evolved to a major source of information about trends in HPC. The 58th TOP500 list will be
published in November 2021 just in time for SC21.

This BoF will present detailed analyses of the TOP500 and discuss the changes in the HPC
marketplace during the past years. The BoF is meant as an open forum for discussion and feedback
between the TOP500 authors and the user community.

5:15 pm - 6:45 pm

Analyzing Parallel I/O

Session Description:
Julian Kunkel (University of Göttingen; GWDG, Germany)

Parallel I/O performance can be a critical bottleneck for applications, yet users are often ill-
equipped for identifying and diagnosing I/O performance issues. Increasingly complex hierarchies of



storage hardware and software deployed on many systems only compound this problem. Tools
that can effectively capture, analyze, and tune I/O behavior for these systems empower users to
realize performance gains for many applications.

In this BoF, we form a community around best practices in analyzing parallel I/O and cover recent
advances to help address the problem presented above, drawing on the expertise of users, I/O
researchers, and administrators in attendance.

5:15 pm - 6:45 pm

Building Bridges toward RCD Professionalization and Careers

Session Description:
Patrick Schmitz (Semper Cogito Consulting)

Research Computing and Data (RCD) professionals provide essential support for research
cyberinfrastructure, and yet few people are aware of these exciting roles, how to find these jobs,
and how to build careers as an RCD professional. This creates challenges in recruiting, developing,
and retaining personnel. The CaRCC Career Arcs working group is creating resources to increase
awareness of RCD roles and careers. This session will explore and solicit feedback on this work. A
panel of RCD professionals will share experiences and facilitate conversations about RCD careers.
Attendees will contribute their career experience to a new resource and discuss the results.

5:15 pm - 6:45 pm

Strengthening Reproducibility for SC21 and Beyond

Session Description:
Carlos Maltzahn (University of California, Santa Cruz)

Come and join a Reproducibility BoF with the leadership of the SC21 Reproducibility Initiative! Hear
about their experience, the experiences of authors and reviewers, and share what worked for you,
what didn’t, and ways to improve the reproducibility initiatives of future SCs. This interactive
session will include short presentations about outcomes, challenges and innovations of this year’s
Initiative and will provide ample opportunity for you to chime in with questions and comments.

5:15 pm - 6:45 pm



Software Engineering and Reuse in Modeling, Simulation, and Data Analytics for
Science and Engineering

Session Description:
David Bernholdt (Oak Ridge National Laboratory (ORNL))

Software engineering (SWE) for modeling, simulation, and data analytics for computational science
and engineering (CSE) is challenging, with ever-more sophisticated, higher fidelity simulation of
ever-larger, more complex problems involving larger data volumes, more domains, and more
researchers. Targeting both commodity and custom high-end computers multiplies these
challenges. We invest significantly in creating these codes, but rarely talk about that experience; we
just focus on the results.

We seek to raise awareness of SWE for CSE on supercomputers as a major challenge, and develop
an international “community of practice” to continue these important discussions outside of
workshops and other “traditional” venues.

5:15 pm - 6:45 pm

OpenACC User Experience, Hackathons, Vendor Reaction, Relevance, and
Roadmap

Session Description:
Jack Wells (NVIDIA Corporation)

OpenACC is dedicated to helping the developer community advance by expanding their
accelerated parallel computing skills, and supports a directive-based, high-level programming
model designed to provide an easy on-ramp to accelerated computing on CPUs, GPUs and other
devices. OpenACC supports over 25 global hackathons each year and the user-friendly
programming model has facilitated acceleration of over 200 applications on multiple platforms, e.g.,
Perlmutter, Summit, Sunway Taihulight, and Piz Daint. This BoF invites scientists, programmers and
researchers to discuss their experiences in adopting OpenACC for scientific applications, learn
about the roadmaps from implementers and the latest developments in the language specification.

Wednesday, November 17th

12:15 pm - 1:15 pm



Emerging Challenges for HPC System and Facility Electrical Distribution
Systems

Session Description:
Grant Stewart (Los Alamos National Laboratory)

The next generation large scale HPC systems with facility provisioning requirements up to 80MW,
milli-second-multi-MW power swings and extremely high-heat density will demand stiff and
responsive power grid capabilities. Concomitantly, advances in “zero-carbon” mandates, utility
resiliency challenges of climate change, and reliance on intermittent renewable generation will
narrow the availability of stiff and responsive grid capabilities. This BoF will feature a panel of
experts and encourage open audience discussion to consider HPC system and facility development
trends and realities in this changing environment. What mitigation techniques are available? Are
there any game changers on the horizon?

12:15 pm - 1:15 pm

Composable Heterogeneous Computing Environments: DIY or Full Automation?

Session Description:
Martijn de Vries (Bright Computing Inc)

In this BoF, Bright Computing, GigaIO and the San Diego Supercomputer Center will introduce the
concept of composable heterogeneous computing environments, laying out the current challenges
and offering solutions from DIY to fully automated solutions. We will foster a technical discussion
with the audience around the challenge and promise of composable infrastructures for HPC/AI, and
then discuss different approaches for realizing easy-to-use composable systems. We will engage
BoF attendees to discuss their experiences with other approaches to composable systems, the
challenges they have faced, and solutions they have utilized to execute on composable
heterogeneous systems.

12:15 pm - 1:15 pm

Words Matter! Promoting Inclusion through Language in Advanced Research
Computing

Session Description:
Susan Mehringer (Cornell University)



Many projects and organizations active in advanced research computing are becoming aware of the
need to ensure that the language they use both formally and informally is free from terminology
that prevents the fostering of environments inclusive for all community members. This applies to
documentation, presentations, educational materials, and workplace language. In 2020, the
Extreme Science Engineering and Discovery Environment (XSEDE) project started addressing these
concerns by forming a Terminology Task Force (TTF). Presentations by the XSEDE TTF and other
invited groups will briefly review their progress to stimulate discussion and exchange of best
practices among interested SC21 participants.

12:15 pm - 1:15 pm

CXL™ Consortium, Gen-Z Consortium™, SNIA and End-Users – Is
Disaggregation of Systems the Future?

Session Description:
Kurtis Bowman (Advanced Micro Devices (AMD) Inc, CXL Consortium)

The CXL™ Consortium, the Gen-Z Consortium™ and the Storage Networking Industry Association
(SNIA) are all working to advance the HPC industry. This BoF session at SC21 will feature a panel
of experts from CXL™ Consortium, Gen-Z Consortium™ and SNIA and from end users Meta and
Microsoft to discuss how the disaggregation of systems and persistent memory are critical to the
industry and is being enabled by our technologies. During the BoF session, we invite the HPC
community to provide their feedback and ask questions to our panel of experts.

12:15 pm - 1:15 pm

The Message Passing Interface: Version 4.0 and Beyond

Session Description:
Martin Schulz (Technical University Munich, Leibniz Supercomputing Centre)

The Message Passing Interface (MPI) API is the most dominant programming approach for HPC
environments. Its specification is driven by the MPI Forum, an open forum consisting of MPI
developers, vendors and users. In this BoF meeting at SC 2021, the MPI Forum will present the
recently released Version 4.0 of the MPI standard, discuss its new features and invite the HPC
community to provide feedback. Additionally, the BoF is intended to keep the larger HPC
community informed about ongoing activities and long-term directions, as well as encourage larger
community participation in this crucial standard for the supercomputing community.



12:15 pm - 1:15 pm

Spack Community BoF

Session Description:
Gregory Becker (Lawrence Livermore National Laboratory)

Spack is a package manager for scientific computing, with a rapidly growing open-source
community. Spack has over 750 contributors from academia, industry and laboratories across the
world, and is used to manage software releases for the U.S. Exascale Computing Project. At this
BoF, Spack developers will give updates on the community, new features, and the roadmap for
future development. We will poll the audience to gather valuable information on how Spack is
being used, and will open the floor for questions. All are invited to provide feedback, request
features and discuss future directions. Help us make installing HPC software simple!

12:15 pm - 1:15 pm

AI4CI4AI and CI4AI: Community Input for ICICLE, the National
Cyberinfrastructure for AI

Session Description:
Vipin Chaudhary (Case Western Reserve University)

The National Science Foundation funded the AI institute for Intelligent Cyberinfrastructure with
Computational Learning in the Environment (ICICLE) that will build the next generation of
cyberinfrastructure to render Artificial Intelligence more accessible to everyone and drive its further
democratization in the larger society. ICICLE will foster interdisciplinary communities, advance
foundational AI and CI, and transform application domains. The goal of the BOF is to solicit input
and engage these diverse communities to establish a national Cyberinfrastructure for AI. A panel of
experts in AI, CI and domain sciences will describe the mission of ICICLE, engage the participants,
and answer questions.

12:15 pm - 1:15 pm

Can Fast Be Green? Opportunities and Challenges for Europe When Making
HPC Sustainable



Session Description:
Maike Gilliot (European Technology Platform for High-Performance Computing (ETP4HPC), Atomic
Energy and Alternative Energies Commission (CEA))

Legal requirements regarding the Environmental Total Cost of Ownership will soon be in place in
Europe.

Sustainability is in direct contradiction with the current design of the value chain and its innovation
practices, so there will be a need to remain open-minded to overcome resistance and conflict
between the stakeholders. Opportunities will arise, however, for HPC to contribute to the global
notion of ‘green computing’.

We will juxtapose the views of two major stakeholders; technology provision (represented by
Fraunhofer) and software (Cineca); to determine where the seeds of possible solutions exist and
how to implement them.

12:15 pm - 1:15 pm

Addressing Cybersecurity Standards/Policies in HPC Environments

Session Description:
Catherine Hinton (Los Alamos National Laboratory)

Applying security standards, configurations and policies originally designed for servers or
workstations to something as functionally different as a supercomputing cluster can be a frustrating
task. With rigorous interpretation, such efforts often present obstacles to approving a “functional”
system, typically paint an inaccurate picture of the actual security posture of a given cluster, and
always seem to involve large-scale exceptions to address misapplication. This meeting will consist
of short presentations from three Department of Energy HPC centers; each one representing a
unique perspective on methods used to meet a set of cybersecurity requirements in order to deliver
mission critical systems.

12:15 pm - 1:15 pm

OpenHPC Community BoF

Session Description:
Karl Schulz (University of Texas)



OpenHPC provides a community-driven stack of common ingredients to deploy and manage Linux-
based HPC clusters. Formed in November 2015 and formalized as a Linux Foundation project in
June 2016, OpenHPC continues to see rapid growth in its user community, has added new
software components and supports multiple OSes/architectures. At this BoF, speakers from the
OpenHPC Technical Steering Committee will provide technical updates from the project and near-
term roadmaps. We then invite open discussion giving attendees an opportunity to provide
feedback on OpenHPC conventions and packaging, request additional components and
configurations, and to discuss general future trends.

12:15 pm - 1:15 pm

Accelerating HPC with BeeGFS: the BeeGFS Community BoF

Session Description:
Philipp Falk (ThinkParQ, Germany)

BeeGFS is an award-winning parallel file system designed for performance-oriented environments,
widely seen by the HPC community as a robust, easily-deployable and scalable solution compared
to alternate parallel file systems. BeeGFS is created on an “Available Source” development model
(source code is publicly available), offering a self-supported Community edition and a fully
supported Enterprise edition that includes additional features and functionalities.

This session brings together the BeeGFS and HPC communities, with the architecture team behind
BeeGFS to connect, interact and discuss the product roadmap and development plans, and share
its users' experiences, including how BeeGFS accelerates their HPC infrastructures.

12:15 pm - 1:15 pm

Best Practices for Benchmarking Diverse Architectures with Varied Workloads

Session Description:
David Martin (Argonne National Laboratory (ANL))

This BoF, organized by the Intel eXtreme Performance Computing Users Group, will focus on
sharing expertise in benchmarking computing systems across a variety of homogeneous and
heterogeneous architectures with a variety of workloads. With increasing heterogeneity, the
accurate and adequate comparison of performance across architectures and applications has



become a growing challenge. This BoF will explore current approaches and best practices for
benchmarking heterogeneous systems and exotic architectures, with the goal of identifying a
unified set of principles and practices that can be leveraged to produce benchmarking results that
are appropriate for direct comparison across sites, architectures, and applications.

12:15 pm - 1:15 pm

SmartNICs : Exploring the Future of In-Network Computation with the HPC
Community

Session Description:
Whit Schonbein (Sandia National Laboratories)

The number and diversity of intelligent network devices have recently exploded. In particular, a
variety of network interface cards (NICs) and data processing units (DPUs) that incorporate
computational resources have recently become widely available. Examples of these new devices
include NVIDIA's BlueField DPUs, Xilinx's SmartNICs and the Fungible DPU. The proliferation of
these new devices has raised a number of questions regarding how best to exploit them to
accelerate HPC workloads, including scientific simulations. This BoF will provide the community
with an important opportunity to gather and share ideas about these promising new devices.

12:15 pm - 1:15 pm

Advanced Architecture Testbeds: Community Resources for Enhanced HPC
Research

Session Description:
Jeffrey Young (Georgia Institute of Technology)

New candidate architectures for future supercomputer systems are supported by user-focused
testbeds that allow researchers to test their applications on hardware that may be hard to access at
smaller scales. This BoF brings together panelists from advanced architecture testbed efforts
including CSCS’s user lab, PNNL’s CENATE testbed, HAAPS at SNL, the Rogues Gallery at Georgia
Tech, ExCL at ORNL and the Maui HPC Center to discuss next-generation architectures and
challenges for using them. Panelists and attendees will discuss how these testbeds can evolve to
meet the growing demand for access to novel architectures. with a focus on remote accessibility.



12:15 pm - 1:15 pm

The Open Storage Network

Session Description:
Christine Kirkpatrick (San Diego Supercomputer Center (SDSC))

The Open Storage Network (OSN) is an NSF-funded distributed data sharing service intended to
facilitate exchanges of active scientific data sets between research organizations, providing easy
access and high bandwidth delivery of large data sets to researchers. Since its inception in 2017,
the OSN has been prototyping its service offerings with a community of friendly researchers. In fall
2020, OSN transitioned to a production-level pilot and began marketing both its services and the
opportunity to participate in the network. In January 2021, OSN became a resource allocatable
through the XSEDE XRAS process, where users can request allocations of 1TB-50TB.

12:15 pm - 1:15 pm

From Exascale to Quantum and Beyond: The Future of Federal HPC R&D

Session Description:
Kamie Roberts (National Coordination Office (NCO) for the Networking and Information Technology
Research and Development (NITRD) Program)

In the 30 years since the passage of the HPC Act of 1991, supercomputers have been integrated
into every facet of our daily lives. Supercomputers transformed industries producing
pharmaceuticals, chemicals, consumer products and financial services. From agriculture to auto
manufacturing, from drug design to the cell phone, HPC is a necessary and accepted part of
research, design and production. With HPC being ubiquitous, we need to be researching today to
prepare for that next big impact. What's the future of HPC R&D and what will we achieve when we
get there?

12:15 pm - 1:15 pm

Open OnDemand User Group Meeting

Session Description:
Alan Chalker (Ohio Supercomputer Center)

Open OnDemand (OOD) is an NSF-funded open-source HPC platform used at 200+ HPC centers



around the world. It is an intuitive, innovative and interactive interface to remote computing
resources. OOD helps computational researchers and students efficiently utilize remote computing
resources by making them easy to access from any device. It helps computer center staff support a
range of clients by simplifying the user interface and experience.

This BoF will be an open discussion to guide the future roadmap for OOD, getting feedback from
the community on the prioritization of the various tasks planned for the next few years.

5:15 pm - 6:45 pm

HPC Carpentry: Introducing New Users to HPC

Session Description:
Andrew Reid (National Institute of Standards and Technology (NIST))

HPC Carpentry introduces new users to high-performance computing through a set of community-
contributed lessons. As diverse and powerful hardware becomes more widely deployed, users from
a variety of technical backgrounds are faced with the challenge of adapting their problems to new
environments; educational resources to bring users up to speed become more significant. Based on
the approach of The Carpentries, HPC Carpentry lessons in development include an introduction to
the use of a queuing system and an introduction to parallel programming in Python. The queuing
lesson is part of the Incubator, where it benefits from the broader Carpentries community.

5:15 pm - 6:45 pm

Introducing Cloud-Native Supercomputing: Bare-Metal, Secured
Supercomputing Architecture

Session Description:
Gilad Shainer (NVIDIA Corporation)

High-performance computing and artificial intelligence have evolved to be the primary data
processing engines for wide commercial use, hosting a variety of users and applications. While
providing the highest performance, supercomputers must also offer multi-tenancy security.
Therefore they need to be designed as cloud-native platforms. The key element that enables this
architecture is the data processing unit (DPU). DPU is a fully integrated data-center-on-a-chip
platform that can manage the data center operating system instead of the host processor, enabling
security and orchestration of the supercomputer. This architecture enables supercomputing



platforms to deliver bare-metal performance, while natively supporting multi-node tenant isolation.

5:15 pm - 6:45 pm

High Performance Computing in the Energy Transition

Session Description:
Detlef Hohl (Shell)

The energy sector is expected to aggressively adopt renewable energy and decarbonization in the
next two decades. Multiple large multinational energy companies are already reducing their oil and
gas exploration programs and investing in clean energy. Next to astronomy and particle physics,
geophysical seismic exploration is one of the largest consumers of HPC resources worldwide. In
this BoF, representatives from energy industry, national laboratories, academia, HPC and cloud
vendors will chart the “quo vadis” of HPC in energy in a hybrid presentation-discussion forum. The
desired outcome is a white paper titled “The role of HPC in the Energy Transition”.

5:15 pm - 6:45 pm

Integrating HPC with Quantum Computing: How, When, and for What?

Session Description:
Sven Karlsson (Technical University of Denmark)

Quantum Computing (QC) is emerging as a new computing paradigm with substantial promise for
targeted workloads. What is already clear is that that QC at usable scale will only be helpful in
combination with HPC. Consequently, effort towards a tight integration of the two technologies is
needed and questions are being raised, such as: (1) how should quantum acceleration be integrated
into HPC systems, (2) when will QC to mature enough to enable integration, and (3) which
applications can truly maximum the benefit of HPC and QC together?

5:15 pm - 6:45 pm

Strategies for Managing Storage in Advanced Computing Environments

Session Description:
Rachana Ananthakrishnan (University of Chicago)



The storage needs of investigators at research institutions are growing in scale and complexity,
driving the rapid evolution of storage environments in advanced computing centers, from "scratch +
project space" to a diverse collection of systems spanning multiple storage tiers and deployment
options. These changes are placing unprecedented demands on advanced computing system
administrators who are forced to make difficult tradeoffs between capacity, access modalities,
economics, and operational efficiency. This session will bring together research computing
professionals and storage providers, to engage in a dialogue on the challenges they face and the
strategies they are adopting to address them.

5:15 pm - 6:45 pm

The Green 500: Trends in Energy-Efficient Supercomputing

Session Description:
Wu Feng (Virginia Tech)

With power being a first-order design constraint on par with performance, it is important to
measure and analyze energy-efficiency trends in supercomputing. To raise the awareness of
greenness as a first-order design constraint, the Green500 seeks to characterize the energy-
efficiency of supercomputers for different metrics, workloads, and methodologies. This BoF
discusses trends across the Green500 and highlights from the current Green500 list. In addition,
the Green500, Top500, and Energy-Efficient HPC Working Group have been working together on
improving power-measurement methodology, and this BoF presents case studies from sites that
have made submissions that meet the highest quality of measurement methodology.

5:15 pm - 6:45 pm

MPICH: A High Performance Open-Source MPI Implementation

Session Description:
Ken Raffenetti (Argonne National Laboratory (ANL))

MPICH is a widely used, open source implementation of the MPI message passing standard. It has
been ported to many platforms and used by several vendors and research groups as the basis for
their own MPI implementations. This BoF session will provide a forum for users of MPICH as well
as developers of MPI implementations derived from MPICH to discuss experiences and issues in
using and porting MPICH. Future plans for MPICH will be discussed. Representatives from MPICH-
derived implementations will provide brief updates on the status of their efforts. MPICH developers



will also be present for an open forum discussion.

5:15 pm - 6:45 pm

MLPerf: A Benchmark for Machine Learning

Session Description:
Tom St. John (Cruise)

Machine learning applications are rapidly expanding into scientific domains and challenging the
hallmarks of traditional HPC workloads. We present MLPerf, a community-driven system
performance benchmark which spans a range of machine learning tasks. The speakers at this BoF
are experts in the fields of HPC, scientific computing, machine learning, and computer architecture,
representing academia, government research organizations, and private industry. In this session, we
will cover the past year's development within the MLPerf organization and provide an update on
the latest round of submissions to the MLPerf-HPC benchmark suite to solicit input from interested
parties within the HPC community.

5:15 pm - 6:45 pm

The Arm HPC Users Group: Experiences and Predictions for Extreme-Scale Arm
Systems

Session Description:
John Linford (ARM Ltd)

This BoF brings together experts and luminaries from the Arm HPC Users Group to share
experiences and lessons learned from developing, procuring, hosting, maintaining, using, and
expanding Arm-based HPC and hyperscale systems over the last decade. RIKEN’s “Fugaku” has
held the #1 spot on the last three Top500 supercomputer lists, Arm enables affordable HPC in the
cloud with AWS Graviton 2 and Ampere Altra, and Bristol’s “Isambard” was recently upgraded to
the largest Arm-based HPC system in Europe. We will expand on the recent announcements of
NVIDIA Grace, ETRI K-AB21, and SiPearl Rhea with a look at future Arm-based systems.

5:15 pm - 6:45 pm

Americas HPC Collaboration



Session Description:
Carlos Jaime Barrios Hernandez (Advanced Computing Service for Latin America and the Caribbean
(SCALAC); Industrial University of Santander, Colombia)

The 2021 edition of the Birds of a Feather (BoF) Americas High Performance Computing (HPC)
Collaboration seeks to showcase collaborations that have resulted from the partnerships formed in
previous editions. It will also present opportunities and experiences between different HPC
Networks and Laboratories from countries in North, Central, and South America. The goal of this
BoF is to show the current state of the art in continental collaboration in HPC research, latest
developments of regional collaborative networks, and to update the roadmap for the next year for
the Americas HPC partnerships.

5:15 pm - 6:45 pm

ISO C++ 20, 23, and 26 for HPC

Session Description:
Hal Finkel (DOE Office of Advanced Scientific Computing Research, US Department of Energy)

ISO C++ continues to serve as the top 4 language based on Tiobe rating, and C/C++ is used in
79.4% of parallel programming language based on Hyperion 2021 research HPC Briefing at ISC
2021. After last four years’ successful ISO C++ for HPC BoF and with increasing use of C++ in
Exascale computing, there was popular demand for continuing updates of the main C++20
features. This includes Concepts, ML, mdspan, library, and concurrency features.

This BoF will provide updates on what is in C++20 and also look ahead on what is possible for
C++23, 26.

5:15 pm - 6:45 pm

Community-Driven Efforts for Energy Efficiency in HPC Software Stack

Session Description:
Siddhartha Jana (Intel Corporation, Energy Efficient HPC Working Group)

This proposed BoF will bring together academia, government research laboratories, and industry to
discuss and contribute towards the two active community-driven, vendor-neutral forums focusing
on energy efficiency in HPC-software-stacks. For more than 6 years, these two complementary



forums- HPC-PowerStack and PowerAPI - have led the efforts in identifying and building software
solutions across the software stack.

This highly interactive BoF will enable the community to discuss ongoing challenges in designing
cost-effective, cohesive, portable, and interoperable implementations of HPC software that enable
monitoring and control of system efficiency. Attendees will also contribute towards brainstorming
solutions for addressing imminent Exascale power challenges.

5:15 pm - 6:45 pm

Software APIs for Programming Exascale HPC

Session Description:
Cory Snavely (National Energy Research Scientific Computing Center (NERSC), Lawrence Berkeley
National Laboratory (LBNL))

This BoF will provide a forum to discuss the emergence of software application programming
interfaces (APIs) for interacting with (pre-)exascale HPC resources. As automation is increasingly
required for complex workflows, and science gateways become an increasingly popular digital
interface for user communities, it is important for HPC centers to provide a modern and secure
means for software to interface with batch workload managers, storage systems, and other
supercomputing facility resources. The session will present overviews of various API initiatives,
describe their application in software projects, and answer attendee questions about using and
implementing APIs for HPC projects.

5:15 pm - 6:45 pm

OpenMP Offloading and the 5.2 API

Session Description:
Johannes Doerfert (Argonne National Laboratory (ANL))

In this interactive BoF, attendees will get first-hand information from OpenMP users, implementors,
and language designers on the challenges and opportunities of OpenMP offloading as well as the
upcoming OpenMP 5.2 specification. Through a series of lighting talks and discussion rounds,
participants will engage with these different groups of OpenMP experts, ask questions, and provide
their feedback.



The leaders of the OpenMP ARB will provide insight into the future of OpenMP, from the 5.2
specification released in Nov'21 and beyond to OpenMP 6.0. Vendor representatives will discuss
support and timelines for OpenMP features and expert users will describe their journey.

5:15 pm - 6:45 pm

Pioneering the Future Advanced Computing Ecosystem: Strategy and Execution

Session Description:
Manish Parashar (National Science Foundation (NSF))

The advanced computing ecosystem plays an essential role across all of science and engineering
(S&E), catalyzing discoveries and innovations, advancing economic competitiveness, and ensuring
security. Recognizing this critical role and responding to rapid and disruptive, changes in the
technology and application landscapes, the U.S. Government developed and published a strategic
plan for pioneering the Future Advanced Computing Ecosystem (FACE). This Birds-of-a-Feather
session will present the key objectives of this strategic plan, discuss its execution, and foster a
robust discussion among members of the broader community around these objectives.

Thursday, November 18th

12:15 pm - 1:15 pm

Ask the Experts: An Interactive Discussion about the PCI Express® 6.0
Specification

Session Description:
Richard Solomon (Peripheral Component Interconnect Special Interest Group (PCI-SIG), Synopsys
Inc)

PCI-SIG® has consistently delivered enhanced performance, unprecedented speeds, and low
latency with each new PCI Express® specification release. The PCIe® 6.0 specification delivers 64
GT/s data rate (256 GB/s via x16 configuration), while maintaining full backward compatibility with
previous generations of PCIe technology.

In this interactive session, attendees will learn from the experts how PCIe 6.0 architecture enables
next-generation HPC applications, like artificial intelligence, machine learning, and deep learning.
This session will also highlight PCIe 6.0 technology use cases, the diverse HPC applications that



will be accelerated by PCIe 6.0 technology, and a look toward the future of PCIe technology.

12:15 pm - 1:15 pm

Ethics in HPC

Session Description:
Jay Lofstead (Sandia National Laboratories)

This follow-up to the broadly attended SC19 BoF will expand the conversation related to ethical
considerations in the field of HPC. We will continue and expand the discussion including various
aspects of ethics, focusing on the role of HPC. This will include ethical behavior, societal norms to
foster a pathway to ethically aligned design of HPC solutions and autonomous/intelligent systems
that do not intentionally perpetuate global inequality. By furthering this dialogue, we can work to
ensure the HPC community is advancing its commitment to technology for the benefit of all of
humanity.

12:15 pm - 1:15 pm

Modular, Flexible and Composable HPC Module, HPCM, from the Open
Compute Project

Session Description:
Allan Cantle (Nallasway Inc, Open Compute Project)

The Open Compute Project, OCP, is developing a set of interoperable HPC building blocks
addressing the convergence of big data, artificial intelligence and HPC.

The aim of this BoF is to introduce OCP HPC Subproject HPCM, High Performance Computing
Module, to the supercomputing community as an efficient and cost effective option for many
workloads. The BoF panelists will review the OCP HPC Sub-project roadmap, giving a holistic
perspective on Heterogeneous design, Data locality, Interconnect flexibility, efficiency, Power
delivery, and Thermal Management. A Q&A discussion with audience participation will follow,
covering how to successfully bring this HPCM concept to reality.

12:15 pm - 1:15 pm

TCHPC Career Panel



Session Description:
Akshaye Dhawan (Bloomberg Finance LP)

The panel will consist of representatives from the industry and academia with a background in
HPC. The panel will share advice on different career options in HPC, and their experiences in their
respective career trajectories. The primary audience for this event is current graduate students and
post-doctoral researchers. The format will include a brief introduction by each speaker, followed by
a moderated discussion based on a set of previously submitted questions and ending with further
questions from the audience.

12:15 pm - 1:15 pm

Slurm Community BoF

Session Description:
Tim Wickberg (SchedMD LLC)

Slurm is an open source workload manager used on many TOP500 systems which provides a rich
set of features including topology-aware optimized resource allocation, cloud bursting, hierarchical
bank accounts with fair-share job prioritization and many resource limits.

The meeting will consist of three parts: the Slurm development team will present details about the
newly released Slurm 21.08 version, as well as the roadmap for the upcoming version 22.05.

Everyone interested in Slurm use and/or development is encouraged to attend.

12:15 pm - 1:15 pm

The IO-500 and the Virtual Institute of I/O

Session Description:
Julian Kunkel (University of Göttingen; GWDG, Germany)

With the increasing importance of efficient I/O to reach peak computing performance, the IO500 is
quickly becoming the de-facto standard for measuring HPC storage performance. Developed in
2017, the IO500 has released two lists per year since then. This BoF’s highlight includes
presenting the new IO500 list.



This BoF’s goal is to foster the IO500 and VI4IO communities to further the common goals of
creating, sharing and benefiting from a large corpus of shared storage performance data. We also
provide a detailed repository about high-performance production storage systems over time as a
knowledge base for other researchers and system designers.

12:15 pm - 1:15 pm

Lustre in HPC, AI and the Cloud

Session Description:
Sarp Oral (Oak Ridge National Laboratory (ORNL), Open Scalable File Systems Inc)

Lustre is the leading open source and open-development file system for HPC. Around two thirds of
the top 100 supercomputers use Lustre. It is a community-developed technology with contributors
from around the world. Lustre currently supports many HPC infrastructures beyond scientific
research, such as financial services, energy, manufacturing and life sciences. Lustre clients are
available for broadly deployed instruction set architectures such as x86, POWER and Arm.

At this BoF, Lustre developers, administrators and solution providers will gather to discuss recent
Lustre developments and challenges, including the role of Lustre in AI and its use in Cloud
environments.

12:15 pm - 1:15 pm

Northeast and CAREERS Cyberteams: Supporting Research at Small and Mid-
Sized Institutions with Student Research Computing Facilitators

Session Description:
Kaylea Nelson (Yale University, Center for Research Computing)

The Northeast and CAREERS Cyberteam programs are developing and implementing a sustainable
approach to making advanced cyberinfrastructure more readily accessible to researchers at
underserved institutions while simultaneously expanding the workforce of research computing
facilitators (RCFs). The programs focus on the northeastern states, but the methodologies
developed are intended to be broadly applicable. Our programs solicit computational or data
intensive projects from underserved institutions and pair them with student-facilitators, guided by
experienced RCF mentors, to move the research forward. During this BoF we will be presenting our
programs and soliciting feedback and interest from the community.



12:15 pm - 1:15 pm

Towards FAIR for Machine Learning Models

Session Description:
Daniel Katz (University of Illinois)

Machine learning (ML) is increasingly used in HPC, both for training new models and testing/using
existing models. To make efficient use of HPC and human resources, it's essential to effectively
share developed ML models, and to think of them as products, like data and software; this can be
done by applying the FAIR principles to them. This BoF will discuss FAIR for ML models, and aim to
bring HPC ML researchers together with the larger ML and information systems communities. It will
be 1/4 presentation and 3/4 discussion of bottlenecks and future community activities/organization.
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)



Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)



Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as



developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.



Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can
tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)



X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the



benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler



framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.



Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can



tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D



memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in



the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which



employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as



GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can
tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory



Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.



Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.

10:30 am - 12:00 pm
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Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate



renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require



investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

1:30 pm - 3:00 pm
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several



graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled



accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.
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Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)



GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can



tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.
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The Role of Embedded AI/ML Cores in Hardware-Based Accelerators
Scott Schweitzer (Achronix Semiconductor Corporation)

“When all you have is a hammer, all the world’s a nail.” For decades in computing, all we had was
the CPU, so every computational problem was viewed from this perspective. Eventually, math co-
processors came along to offload instruction cycle-intensive math operations. This then led to
offload solutions via graphical processing units (GPUs), field-programmable gate arrays (FPGAs),
and, more recently, application-specific integrated circuits (ASICs). Specialized Artificial Intelligence
(AI)/Machine Learning (MLP) Processing cores have also been developed in recent years, which run
on GPUs, FPGAs and/or ASICs. These computational platforms specialize in specific HPC problem
domains where their computational resources offer the best ratio of results to power consumption.
For FPGAs, HPC problems like genomic analysis or video data can be up to 100x faster than GPUs.
Various types of machine learning map exceptionally well into MLP cores, dramatically improve
training time. This talk will examine each of these computational platforms, but it will focus on the
most recent two platforms, ASICs and FPGAs with enhanced MLP cores, diving into why these
platforms, for specific problem domains, are so much better than earlier competing platforms.

Powering Extreme-Scale AI and HPC Compute with Wafer-Scale Accelerators
Andy Hock (Cerebras Systems)

Compute requirements for deep learning (DL) and high-performance computing (HPC) are growing
at an exponential rate. Many of the most important and valuable workloads in this domain require
more flexible and performant compute than traditional processors can provide. Moreover, there is a



growing population of converged AI + HPC workloads that are not well-addressed by legacy
machines.

In this presentation, Dr. Andy Hock, vice president of product at Cerebras Systems, will describe the
Cerebras CS-2 machine and its application to large-scale HPC and AI workloads. This solution
supports not just the largest models of today but extends seamlessly to giant models with more
than 100 trillion parameters, models that are impractical to implement today.

Cerebras’ wafer-scale accelerator technology features unprecedented compute density, memory
and communication bandwidth and is uniquely built for sparse linear algebra. Our co-designed
software execution and hardware cluster technology allows users to quickly and easily support
enormous workloads that would require thousands of petaflops and take days or weeks to execute
on warehouse-sized clusters of legacy, general-purpose processors. We will also review our new
software development kit that enables lower-level kernel programming for new or custom HPC
and AI application development.

Cerebras Systems builds the ultimate accelerator for AI and HPC workloads. With this kind of
horsepower, the possibilities are endless.

Supercomputer Fugaku and Its Prospects
Masaru Kase (Fujitsu Ltd)

The supercomputer Fugaku has been jointly developed and installed by RIKEN and Fujitsu. Fugaku
has been developed to contribute to the solution of various problems facing modern society and
important issues in the field of science and technology, expected use in a wide range of fields such
as big data and AI. Fugaku is the first supercomputer in history receiving the first prizes in four
major supercomputer rankings, TOP500, HPCG, Graph500 and HPL-AI at the same time.

General use of Fugaku began in March 2021. Many users have started using Fugaku, and it is
expected to produce many more results in the future. Fujitsu is also working on research projects
using Fugaku; for example, tsunami simulation by combining conventional simulation and AI
technology. Normally, computers suitable for simulation are different from those suitable for AI.
Fugaku has a feature which can perform both simulation and AI processing. To utilize this feature,
we have dramatically improved the efficiency of building AI for highly accurate tsunami prediction
by using the generated training data directly on Fugaku for AI training. In this talk, I will discuss the
prospects of the project and future of the HPC world.

1:30 pm - 3:00 pm
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Introducing Cloud-Native Supercomputing: Bare-Metal, Secured Supercomputing Architecture
Gilad Shainer (NVIDIA Corporation), Marc Hamilton (NVIDIA Corporation)

High-performance computing and artificial intelligence have evolved to be the primary data
processing engines for wide commercial use, hosting a variety of users and applications. While
providing the highest performance, supercomputers must also offer multi-tenancy security.
Therefore they need to be designed as cloud-native platforms. The key element that enables this
architecture is the data processing unit (DPU). DPU is a fully integrated data-center-on-a-chip
platform that can manage the data center operating system instead of the host processor, enabling
security and orchestration of the supercomputer. This architecture enables supercomputing
platforms to deliver bare-metal performance, while natively supporting multi-node tenant isolation.
The combination of NVIDIA GPU, DPU and networking technologies delivers breakthrough
performance resulting in faster insights and dramatically lower costs.

5 Paths to HPC - SUSE
Jeff Reser (SUSE)

High-performance computing is expanding beyond scientific and academic communities into many
industries, improving research and business outcomes. In the commercial sector, for example,
leading manufacturers are using HPC to advance a range of products; from creating more
sustainable personal and consumer products to designing safer cars and planes. This session will
describe five paths to HPC infrastructure for hybrid cloud, supercomputing, in-house enterprises,
containerized AI/ML and edge computing. Each path will be described in terms of growth,
partnerships and use cases.

Simplifying Cloud Research Computing with CloudyCluster and Open OnDemand
Boyd Wilson (Omnibond Systems LLC)

During this session, we will explore using CloudyCluster and Open OnDemand for high-
performance computing. A demonstration will show how to deploy CloudyCluster and Open
OnDemand for research computing in the cloud, facilitating faster results and reducing costs.
Participants will be given a thorough overview of the technologies while seeing specific examples,
and leave with the confidence to experiment with these capabilities on their own.



CloudyCluster is designed to spin up a high-performance computing cluster complete with storage,
compute, scheduler, Open OnDemand and security so that researchers can reach results faster and
more efficiently. CloudyCluster simplifies the process of setting up a turn key high-performance
computing environment in Google Cloud Platform or Amazon Web Services in order to reduce the
time to discovery.

3:30 pm - 5:00 pm

Exhibitor Forum

Session Description: Exhibitor Forum Session III (Remote presentations)

OpenMP API Version 5.2 Update and Outlook
Michael Klemm (OpenMP, Advanced Micro Devices (AMD) Inc)

Since its creation in 1997, the OpenMP(r) API has become the standard programming model for
multi-threading in HPC applications and has enabled many scientific discoveries by making it easy
for scientists to exploit the power of modern computers. The OpenMP API uses directives to
augment code written in C/C++ and Fortran with parallelization, vectorization and offload
information for the compiler. OpenMP has become a programming model that supports modern
task-based programming as well as heterogeneous programming for offload devices such as GPUs,
or even FPGAs. In the week before SC21, the OpenMP Architecture Review Board plans to release
Version 5.2 of the OpenMP API specification. This version is not only an incremental refinement of
Version 5.1 of the specification, it also restructures the specification document and makes existing
features more consistent in their syntax and semantics. In this presentation, we will review the
changes of version 5.2 of the OpenMP API and describe how they extend the current features of
the OpenMP API. We will also provide an outlook on the future of the OpenMP API.

Eliminate Variance, Keep Your SLAs: Domain-Specific Networks for Machine Learning
Dennis Abts (Groq Inc)

Computation- and communication-intensive workloads like machine learning (ML) and high-
performance computing (HPC) require strict adherence to customer service level agreements
(SLAs). With SLAs confounded by variability of run-to-run performance, loosely characterized as
99th percentile “tail latency", optimizing these workloads requires eliminating sources of latency
and performance variance. Groq’s emerging novel tensor streaming processor (TSP) architecture
and its RealScale™ synchronous network allows robust SLA delivery without execution time



variability to support batch-1 inference of giga-scale ML workloads.

This talk will give a guided tour of networking, both inside and out, for ML on Groq’s TSP system
architecture. Data movement is used for fine-grained communication between processing elements
for reshaping tensors in ML workloads. We’ll discuss the interconnection network in terms of
topology, routing and flow control, focusing on the GroqChip™ processor’s unique on-chip and off-
chip network. The on-chip network makes use of hardware support for tensor data types, which are
lowered to a rank-2 tensor for the purpose of efficiently mapping to the underlying hardware, and
provides over 60 terabytes/sec of on-chip stream bandwidth to stream tensors to the functional
units consuming them, and 3.6 terabytes/sec of off-chip bisection bandwidth interconnecting a rack
of 72 GroqChips. Further, we will discuss instruction set architecture (ISA) support and software
stack for tensor re-shapes, optimizing tensor elements through rearrangement and efficiently
parallelizing the workload. The resulting tensor streaming multiprocessor allows modern giga-
scale ML workloads to operate efficiently at-scale exploiting both model and data parallelism.

Advanced Debugging Technologies and Techniques for HPC Applications
Bill Burns (Perforce Software Inc)

Debugging and dynamically analyzing HPC applications which utilize parallel software and
hardware technologies can be a challenge. Dealing with issues of scale, understanding the flow of
execution across processes and threads across hardware layers, debugging application data and
debugging on a remote cluster create many challenges for developers.

This interactive session highlights different techniques for debugging complex parallel applications,
including how to easily debug your applications remotely. You will learn: the latest NVIDIA GPU
and CUDA debugging advancements; how to efficiently debug parallel applications built with MPI
and OpenMP technologies; how to easily establish secure remote debugging sessions; how to
combine debugging features to efficiently debug tough parallel problems; techniques for finding
problems in your code using reverse debugging, memory debugging and batch debugging.

Learning how the TotalView HPC debugger helps in each of these areas will enable you to
understand your code faster, find bugs in your code more quickly and improve the quality of your
code.

Wednesday, November 17th

10:30 am - 12:00 pm



Exhibitor Forum

Session Description: Exhibitor Forum Session IV (remote presentations): Clouds

Accelerating Science from Idea to Publication with Bold National Research Platform
Robin O'Neill (GigaIO)

In this exhibitor forum, GigaIO will highlight a new Prototype National Research Platform (NRP),
funded by the National Science Foundation (NSF), and the underlying technologies bringing this
research platform to life. The cyberinfrastructure ecosystem is an innovative, all-in-one system
composed of computing resources, research and education networks, edge computing devices and
other instruments; designed as a testbed to expedite science and enable transformative discoveries.

Collaborating with the SDSC, GigaIO will contribute the ability to disaggregate and compose the
various components of the HPC subsystem, including a mix of field programmable gate array units
(FPGA) and graphical processing units (GPU) with memory and storage, all connected with its
fully-integrated low-latency fabric. With the ability to connect resources across entire racks
exclusively via PCIe, GigaIO makes otherwise impossible configurations feasible for scientific
experimentation.

GigaIO’s broader mission is to democratize access to AI and HPC resources by enabling the sharing
of expensive computing resources previously trapped and stranded inside static datacenter
infrastructure. The broader impact of NRP furthers this goal with its focus on four themes:
empowering underrepresented and/or under-resourced researchers by making them “co-owners” of
NRP, via the “Bring Your Own Resource (BYOR)/Bring Your Own Device (BYOD)” program; societal
wellbeing, focusing on health and disaster response; STEM education, workforce development and
outreach; and enhancing industrial competitiveness. Join us for an exciting deep-dive into many
ways this NRP will impact scientific research now and in the future.

Consumption and Distribution of Data Sets in the Cloud
Pablo Selem (Oracle)

Researchers, developers and educators use public data sets to explore and test hypotheses, teach
and learn about data use, and develop new computational simulations and AI/ML algorithms.
While vast amounts of public data are available through government-funded and other
organizations globally, including existing cloud vendors, it is often difficult to access, manage, use
and extract knowledge from the raw data. End users need cleaned, curated data and the tools and
licenses to combine, distribute, re-use and collaborate around data sets.



In this talk we will present a new solution from Oracle for distributing large data sets within the
scientific and developer community to facilitate domain-specific accelerated use of open data sets.
Our platform aims to target key pain points from researchers, educators, students and developers
who create, use and manipulate large data sets in their daily work. It will enable data producers to
publish and share data easily by providing access to curated data sets. We will show examples of
use and will discuss the challenges that were addressed to reduce friction on data distribution. We
will finish the presentation with a roadmap and a discussion of some of the challenges and open
research problems that still need to be addressed in consuming, sharing and evolving data in the
cloud.

1:30 pm - 3:00 pm

Exhibitor Forum

Session Description: Exhibitor Forum Session V (In-Person presentations): Energy Considerations
and Systems

Optimized Component Thermal Management and Mitigation Techniques in HPC Applications
John Riley (Samtec Inc)

Join Samtec as we discuss ideas and tricks of the trade for mitigating thermal issues in the
component selection in HPC applications. Technical experts from Samtec will highlight the benefits
to immersion cooling, routing signals over PCBs and low profile designs for high speed, high power
applications. Selecting the correct component is part of the equation; how you apply that
component in your application can give you the edge in getting the highest performance in next-
generation HPC system design.

Addressing the Challenge of Efficient, Scalable and Green Thermal Management of Future High-
Performance Computing
Sandi Logar (EK Water Blocks (EKWB), Slovenia)

Various global industries are in need of more efficient computational power in an ever-smaller
footprint. To accommodate increasing demands, the power density of chips and their heat
generation have increased beyond the practical limits of air cooling. Therefore, in high-density
chips, alternative thermal management methods such as liquid cooling must be considered. 

Water or glycol-based coolants have the advantage of several times higher heat conductivity and
specific heat capacity compared to air. This allows them to quickly absorb and carry large amounts



of heat energy away from the densely packed transistors in modern chips. Such cooling capabilities
enable the chips to stay cooler and run more efficiently, lowering the power consumption with the
same workloads. From our observations of self-contained, fully liquid-cooled rack-mounted
servers, there is a noticeable power consumption reduction when GPU and CPU cores are
significantly below the thermal throttle limit.  

Chip transistor density is not the only challenge. Space in existing and newly built facilities is at a
premium and strictly regulated. This translates into the need for increased server component
density. Standard air cooling requires bulky fin stacks and heat pipe arrays with high-speed fans on
high-power add-in boards. Replacing these fin stacks with purpose-built water blocks significantly
reduces the total thickness and enables tighter spacing of the components.

We will also discuss the possibilities of better waste heat reuse in facility-level liquid cooling
systems, lowering the overall environmental impact of HPCs. 

Thursday, November 18th

10:30 am - 12:00 pm

Exhibitor Forum

Session Description: Exhibitor Forum Session VI (remote presentations): Resource management and
applications

SX-Aurora TSUBASA -PCIe Card Type Vector Computer
Tsutomu Takeda (NEC Corporation)

SX-Aurora TSUBASA is a PCIe card type vector supercomputer and inherits the technology of SX
Vector Supercomputer first released in 1983. The presentation will give the feature of SX-Aurora
TSUBASA, and announce some new functions. Starting card business and channel sales will be
shared as well. Besides, we will see the value proposition of Vector Engine. The Vector Engine can
show high performance for not only traditional HPC applications but also a variety of other
applications. The "NEC Vector Annealing Service", a quantum-inspired simulated annealing service
that uses SX-Aurora TSUBASA, will be touched upon as well, and will be launched in November
2021 in Japan. The talk will also cover the roadmap of SX-Aurora TSUBASA including Vector
Engine 3.0 information, and our new partnering (e.g. GRAPHCORE) will be announced.



Creating HPC Clusters-as-Code with Omnia
Luke Wilson (Dell Technologies Inc), John Lockman (Dell Technologies Inc)

Omnia is a new open-source project that automates the stand-up and tear-down of software-
defined HPC clusters for simulation, artificial intelligence and data analytics using various server,
storage and network building blocks. Omnia can compose software-defined clustered solutions on
bare-metal and virtual machines, whether they be on-prem, in a co-located datacenter or in the
cloud. By taking advantage of standard APIs, automation tools and other existing software projects,
Omnia can compose software-defined clusters from various infrastructure providers. In this talk we
will discuss Omnia’s current architecture and capabilities, describe how it composes and
instantiates logical clusters in a software-defined manner, and how it can quickly tear down those
clusters to repurpose underlying nodes for other cluster deployments. We will then discuss
Omnia’s future plans, expected features, and how people and organizations can join and contribute
to the Omnia community.

SOLAR Consortium: Accelerated Ray Tracing for Scientific Simulations
Paul A. Navratil (Texas Advanced Computing Center (TACC), University of Texas), Christiaan
Gribble (SURVICE Engineering), Pascal Grosset (Los Alamos National Laboratory), Jefferson
Amstutz (NVIDIA Corporation)

Many physical simulations incorporate vector mathematics to model phenomena such as radiative
transfer and to compute behavior such as particle advection. Hardware-optimized ray tracing
engines, tuned by processor manufacturer engineers, can accelerate simulation-critical sections that
depend on ray-based traversals and intersections. This Exhibitors Forum will serve as a venue for
developers and users of simulations, visual analysis codes and ray tracers to discuss interfaces,
capabilities and performance. This meeting will continue the conversation toward standardization
of ray tracer interfaces to facilitate their expanding role throughout scientific workflows, including
data evaluation, insight formulation, discovery communication and presentation-quality artifact
generation.

1:30 pm - 3:00 pm

Exhibitor Forum

Session Description: Exhibitor Forum Session VII (In-person presentations): Data management

Starfish: Metadata-Driven Lifecycle Management, Analytics and Orchestration for File Systems and
Object Stores at Scale



Jacob Farmer (Starfish Storage), Peter Galvin (Starfish Storage)

Starfish is a unique software application delivering a holistic approach to unstructured data
management at scale. Starfish is based on a simple paradigm that is incredibly versatile and
powerful. We combine DISCOVERY with EXECUTION, enabling one to identify files that meet very
specific criteria and then doing anything to those files that can be expressed in code.

The discovery component of Starfish is a data catalog for unstructured data. It indexes file systems
and object stores, storing their metadata in an SQL database. Starfish uses a number of strategies
to scan and maintain the index on extremely large files systems, such as those found in DOE labs,
major universities, corporate R&D facilities, hedge funds, etc. The catalog retains the file system
history, tracking files and directories that have moved or been deleted. It stores metadata in the
form of tags and key-value pairs to enable more specific queries and to keep track of operations
performed on individual files.

The execution portion of Starfish is a scale-out data mover and batch processor that uses the
output of a query as the input of a batch job. Starfish has built-in commands for data movement,
disposition, metadata extraction, hash calculations and many other common operations. It also
executes scripts written in any popular language. Jobs are automatically run in parallel across
multiple threads and servers.

Starfish is commonly for reporting and analytics, archiving, backup, ROT cleanup, instrumentation
workflows and data curation workflows. The web portal allows individual users to participate in
storage management.

iRODS Research Community Requirements Drive Expanded Scale Data Management Features
Terrell Russell (Renaissance Computing Institute (RENCI), iRODS Consortium)

Several years ago, the entire process of data management and collaboration could only be
performed with the use of proprietary software products that were expensive to license. To
maintain a collection, data sites required a file system, hierarchical storage management system
and some means of sharing the data over several geographically diverse sites using purchased
software, often from a single vendor to ensure compatibility. Data site managers were placed in a
difficult position, facing quickly growing data capacity and transmission demands with limited
budgets. Constraints from funding agencies and governments became very difficult, if not
impossible, to manage and audit.

The iRODS (Integrated Rule-Oriented Data System) Consortium was started as an open-source
software development organization in 2013 by members of the research and storage communities.



The technology has roots from an earlier project started in 1995. The Consortium was launched as
a response to a major scale increase in management and storage needs driven by the advent of big
data. The member community now comprises over 30 members and spans the globe from the
Australia to Japan and much of the EU. Recent innovations as a result of community requirements
will be discussed including graphical interfaces and methods to ensure data persistence and
replication management. In addition, partnerships will be discussed with Globus and others to
enable large scale collaboration. Today, worldwide, FAIR discovery and directed dissemination of
HPC results are being accomplished in sites controlling tens of petabytes of data with this open-
source technology.

HPC and AI Convergence in a Heterogeneous Exascale Cluster
Rob Reiner (Tachyum Inc)

High-performance computing and artificial intelligence have many similarities. Both classes of
workloads are very compute-intensive, highly parallel, and address problems that benefit from
large clusters. One key difference between HPC and AI is in the level of precision that is often
required. The level of data analysis required for HPC applications typically needs double-precision
or possibly single-precision. AI, however, frequently requires lower precision, with the reduced
precision enabling much higher performance.

An emerging trend gaining popularity for both HPC and AI is the use of various types of hardware
accelerators to augment the processor performance for the highly parallel workloads characteristic
of both HPC and AI. The heterogeneous compute environments utilizing these accelerators provide
increased performance, but at a high cost. The accelerators are expensive, power-hungry, consume
server space and require special software support, so they are more difficult to program and
maintain.

In 2022 an exascale-class supercomputer is planned for deployment in Slovakia that will deliver
mixed-precision floating-point operations that support a range of computations from double-
precision to AI floating-point data types and will be deployed in a fully homogeneous environment.
The wide range of mixed precision coupled with the homogeneous environment will deliver the
highest performance supercomputer in the world for the most demanding HPC and AI workloads,
providing 64 AI exaflops over 64 compute racks. This presentation compares HPC and AI
workloads, and presents an overview of the Slovakian Supercomputer, which will deliver an
optimal solution for both HPC and AI.



Exhibitor Session
(back to top)

Sunday, November 14th

8:00 am - 8:30 am

Creating Sustainable World with Fujitsu's HPC & AI Technology

Session Description:
Creating Sustainable World with Fujitsu's HPC & AI Technology
Akihiko Kasagi (Fujitsu Limited)

AI technologies have advanced significantly, and the complexity of training neural networks
continues to increase. Fujitsu researched and developed AI acceleration technologies using large-
scale parallelism. In this presentation, we will show a couple of our research and what techniques
we have applied. One is the research for acceleration of image classification. Using ABCI's V100
3000+ GPUs, we were able to train ResNet50 in just 62.1 seconds. Another work is MLPerf HPC.
This is an AI benchmark with very heavy workload. We applied hybrid parallel method and
evaluated on Fugaku. Fugaku has achieved the world's best record for a CPU-based machine in
MLPerf HPC v0.7.

Monday, November 15th

10:00 am - 10:30 am

Powering the HPC Datacenter of the Future

Session Description:
Powering the HPC Datacenter of the Future
Philip Maher (TYAN Computer Corp.)

Tyan will introduce a number of our AMD EPYC-powered servers which target the High
Performance Computing segment.



10:00 am - 10:30 am

Supercomputing Wales

Session Description:
Supercomputing Wales
Catherine Roderick (Supercomputing Wales / Cardiff University)

Supercomputing Wales is the national supercomputing infrastructure for Wales, UK. A consortium
of four universities has come together to offer high-performance computing and research software
engineering to researchers working in a range of scientific fields including earth observation,
catalysis, epidemiology and gravity exploration. Join us to learn about why we do what we do, our
HPC facilities, and how we've been helping the fight against the pandemic.

10:00 am - 10:30 am

Performance Tests of Weather Prediction Applications on 3rd Gen of Intel Xeon
Scalable Processor (Ice Lake)

Session Description:
Performance Tests of Weather Prediction Applications on 3rd Gen of Intel Xeon Scalable Processor
(Ice Lake)
Qingyun Bian (Inspur Information)

We tested the performance of three numerical weather and climate models including WRF,
MPAS-A and CESM on Third Generation Intel Xeon Scalable Processor (Ice Lake), and compared
the performance to Second Generation Intel Xeon Scalable Processor (Cascade Lake). The results
show a performance improvement of 42% (WRF), 71% (MPAS-A), and 95% (CESM, per node) on
Ice Lake 8358 Processors compared to Cascade Lake 6230 Processors.

11:00 am - 11:30 am

Performance Leadership with Azure HPC+AI

Session Description:
Performance Leadership with Azure HPC+AI
Rob Futrick (Microsoft Corporation), Evan Burness (Microsoft Corporation), Sherry Wang (Microsoft
Corporation), Scott Jeschonek (Microsoft Corporation)



Hear the latest of what Azure HPC + AI has to offer from key Azure HPC Engineering leads. This
talk will cover Azure HPC + AI Software, Infrastructure, and Storage design considerations and will
highlight the latest of what Azure HPC + AI has to offer.

1:00 pm - 1:30 pm

Overcome the Obstacles and Unleash your System Power on a Converged
HPC/AI Platform

Session Description:
Overcome the Obstacles and Unleash your System Power on a Converged HPC/AI Platform
Stephen Wheat (QCT)

We will discuss the challenges that researchers and administrators in Higher Education and
Research (HER) sectors may encounter, and how UniQPOD for HER, QCT’s Platform on Demand for
Higher Education and Research, can help them meet such challenges.

First, UniQPOD for HER features pre-compiled and pre-configured workload packages for HPC
applications to help researchers prepare the runtime environment. It also includes rapid
deployment tools to accelerate HPC clusters.

Next, we will showcase the solution’s storage building block that features DAOS and other Intel
technologies. With DAOS, UniQPOD for HER achieves excellent performance for Numerical
Weather Prediction.

Lastly, we understand the current approach to running jobs on containerized environments may not
be ideal; QCT simplified the usage of the job scheduler in containerized environments for end users
to execute jobs more smoothly. Overall, the UniQPOD for HER achieves greater “simplicity” and
“efficiency”.

1:00 pm - 1:30 pm

Going with the Flow - Neural Nets for Fluid Dynamics

Session Description:
Going with the Flow - Neural Nets for Fluid Dynamics
Luke Wilson (Dell Technologies Inc), Varun Shankar (Carnegie Mellon University)



Find out how artificial intelligence can stand in for simulation and modeling workloads that
typically run in high performance computing systems. In this project, Varun Shankar, Carnegie
Mellon University and Dr. Luke Wilson, Dell Technologies share how the use of trained neural
networks can allow design teams to quickly evaluate the viability of many different design
alternatives in comparison to running computationally-intensive simulations for each alternative
under consideration.

1:00 pm - 1:30 pm

Azure Supercomputing for Weather & Climate

Session Description:
Azure Supercomputing for Weather & Climate
Kanchan Mehrotra (Microsoft Corporation), Hugo Meiland (Microsoft Corporation), Brian Dobbins
(University Corporation for Atmospheric Research (UCAR))

Extending your existing HPC environment with cloud unlocks significant new capability. This
session will explore how you can start your journey embracing cloud HPC with a complementary,
flexible, easy to adopt approach. We will share examples of business value we successfully helped
customers to achieve. We will address the step-by-step approach for customers to test Azure in a
risk-free proof of concept, assess burst scenarios, hybrid integration and onboard their workloads
while covering aspects of network connectivity, security, and data management. We will zoom into
Digital Engineering Transformation using Azure HPC. This scenario is integrating end-to-end
design, manufacturing, test, and simulation of products. We will show how these business
processes can be mapped to Azure HPC solutions. The session will help you gain insights on
business value based on industry scenarios running on Azure HPC and learn how to engage with
Microsoft for implementing an HPC solution on Azure.

2:00 pm - 2:30 pm

High Performance Computing in the Cloud comparing Azure to AWS and an on-
premises Supercomputer for NAMD, OpenFLOW CFD, and Cycling Data
Assimilation Workflows

Session Description:
High Performance Computing in the Cloud comparing Azure to AWS and an on-premises
Supercomputer for NAMD, OpenFLOW CFD, and Cycling Data Assimilation Workflows



Damian Hasak (Microsoft Corporation), Desiree Campbell (Microsoft Corporation)

We will review the advantages of bursting into the cloud for HPC workloads from a business,
performance, and cost perspective. We will compare advantages of Azure cloud VMs especially
designed for HPC workloads against AWS and supercomputers. We and UIUC benchmarked
NAMD simulation on STMV, comparing scaling results with results from the Frontera
supercomputer, demonstrating that Azure HPC met and in some cases exceeded the
supercomputer capabilities. We will compare benchmarking results from 4 AWS configurations and
2 Azure configurations with the NOAA Hera supercomputer for cycling data assimilation of ocean
and atmosphere observations, giving the rationale and findings of a study performed by NOAA.
Finally, we will compare benchmarking of the classic Motorbike CFD workload, for both Azure and
AWS. We will analyze and assess scaling efficiency and validate operating performance. We will
also illustrate cost efficiency and how it changes with scaling for Azure and AWS.

Tuesday, November 16th

9:00 am - 9:30 am

The HPC Cloud Journey to Azure

Session Description:
The HPC Cloud Journey to Azure
Antigoni Chrysostomou (Microsoft Corporation), Alexandre Jean (Microsoft Corporation), Gabriel
Sallah (Microsoft Corporation)

Extending your existing HPC environment with cloud unlocks significant new capability. This
session will explore how you can start your journey embracing cloud HPC with a complementary,
flexible, easy to adopt approach. We will share examples of business value we successfully helped
customers to achieve. We will address the step-by-step approach for customers to test Azure in a
risk-free proof of concept, assess burst scenarios, hybrid integration and onboard their workloads
while covering aspects of network connectivity, security, and data management. We will zoom into
Digital Engineering Transformation using Azure HPC. This scenario is integrating end-to-end
design, manufacturing, test, and simulation of products. We will show how these business
processes can be mapped to Azure HPC solutions. The session will help you gain insights on
business value based on industry scenarios running on Azure HPC and learn how to engage with
Microsoft for implementing an HPC solution on Azure.



9:00 am - 9:30 am

Compute Express Link™ (CXL™): An industry supported Cache-Coherent
Interconnect for Processors, Memory Expansion and Accelerators

Session Description:
Compute Express Link™ (CXL™): An industry supported Cache-Coherent Interconnect for
Processors, Memory Expansion and Accelerators
Kurt Lender (Compute Express Link (CXL) Consortium)

Data center architectures are evolving to support the workloads of emerging applications in
Artificial Intelligence and Machine Learning that require a high speed, low latency, cache coherent
interconnect. Compute Express Link™ (CXL™) is an open industry-standard interconnect offering
coherency and memory semantics using high-bandwidth, low-latency connectivity between the
host processor and devices such as accelerators, memory buffers, and smart I/O devices. The CXL
2.0 specification introduces support for switching, memory pooling, and persistent memory – all
while preserving industry investments by supporting full backward compatibility.

The CXL Consortium is an industry standards body consisting of industry leaders and major
compute vendors. The CXL Consortium will be showcasing member company demos in Booth
#1607. Visit the CXL Consortium booth to meet with CXL representatives and learn more about
CXL technology.

10:00 am - 10:30 am

Advanced Visualization and Data Analysis of HPC Cluster and User Application
Behavior

Session Description:
Advanced Visualization and Data Analysis of HPC Cluster and User Application Behavior
Alan Sill (Texas Tech University)

This work presents cutting-edge visualization, monitoring, and management solutions for HPC
systems to understand the status of high-performance computing platforms and provide insight
into the interactions among platform components. Benefiting from the greatly increased level of
detail available from modern baseboard management controllers through Redfish Telemetry and
real-time correlations via API and CLI interfaces to HPC job schedulers, this work provides much
greater detail than previous similar projects.



10:00 am - 10:30 am

Beyond Traditional HPC - Towards Federated, Quantum and Exascale
Computing

Session Description:
Beyond Traditional HPC - Towards Federated, Quantum and Exascale Computing
Raimundas Tuminauskas (PIONIER – Polish Optical Internet/ Poznan Supercomputing and
Networking Center (PSNC), PSNC - Poznan Supercomputing & Networking Center), Norbert Meyer
(PIONIER – Polish Optical Internet/ Poznan Supercomputing and Networking Center (PSNC), PSNC
- Poznan Supercomputing & Networking Center), Radoslaw Januszewski (PIONIER – Polish Optical
Internet/ Poznan Supercomputing and Networking Center (PSNC), PSNC - Poznan Supercomputing
& Networking Center), Krzysztof Kurowski (PIONIER – Polish Optical Internet/ Poznan
Supercomputing and Networking Center (PSNC), PSNC - Poznan Supercomputing & Networking
Center), Piotr Rydlichowski (PIONIER – Polish Optical Internet/ Poznan Supercomputing and
Networking Center (PSNC), PSNC - Poznan Supercomputing & Networking Center)

We are proud to present a selection of recent activities undertaken by PIONIER - Polish Optical
Internet and Poznan Supercomputing and Networking Center (PSNC) under the theme ”Beyond
traditional HPC - towards federated quantum and exascale computing” which include: European
Open Science Cloud, Prace-Lab project, Quantum Communication and Quantum Computing at
PSNC. Our specialists will present the current status of research and R&D projects that are
implemented in the Polish and European e-Infrastructure environment.

10:00 am - 10:30 am

High Performance, Highly Secure and Cost-Efficient HPC in the Public Cloud

Session Description:
High Performance, Highly Secure and Cost-Efficient HPC in the Public Cloud
Ravi Poddar (Pure Storage), Andy Chan (Microsoft Corporation)

Pure, Azure and Equinix have worked together to create an industry-first fully validated solution for
semiconductor, HPC (and other) customers to fully utilize the power of multiple clouds while
maintaining full security, control and governance over their data without complex data migrations.

In this session learn how to accelerate your HPC workloads in the cloud using fast all-flash storage
over a high speed Express-Route link to achieve fast runtimes and reduce storage costs up to 2.6X



while solving many challenges around data security, sovereignty and control over data.

10:00 am - 10:30 am

Deploying scientific workloads on Red Hat OpenShift with the MPI Operator

Session Description:
Deploying scientific workloads on Red Hat OpenShift with the MPI Operator
David Gray (Red Hat), Kevin Pouget (Red Hat)

High Performance Computing (HPC) workloads increasingly rely on the use of containers that make
applications easier to manage, preserve their dependencies and add portability across different
environments. Red Hat OpenShift Container Platform is an enterprise-ready Kubernetes-based
platform for deploying containerized applications on shared compute resources. In this talk, we will
show how to effectively deploy scientific applications, GROMACS and SPECFEM3D Globe, on
OpenShift using the MPI Operator from the Kubeflow project across two different distributed
shared filesystems, Lustre and CephFS.

12:00 pm - 12:30 pm

Advanced Congestion Control for Addressing Network Performance Bottlenecks
using a Next Generation Interconnect

Session Description:
Advanced Congestion Control for Addressing Network Performance Bottlenecks using a Next
Generation Interconnect
Matthew Williams (Rockport Networks)

The interconnect is one of the most critical components in large scale computing systems, and its
impact on the performance of parallel applications increases with system and workload size. It is
crucial for facilitating high performance IO that can keep up with the demands of HPC applications:
latency, bandwidth, topology routers, protocols, and must be designed and implemented efficiently
to realize the potential of HPC clusters. However, previous generation switch-intensive networks
are inherently congestive and directly contribute to poor workload performance.

This talk will focus on a next-generation interconnect with performance enhancements made
possible through an innovative distributed switchless architecture that delivers advances in path
diversity, deadlock-free routing and intelligent applications of ultra-high priority QoS. Join Rockport



to hear about their advances in congestion protection, resiliency, and operational simplicity, and
show best practices for benchmarking to predict performance in production environments.

1:00 pm - 1:30 pm

Supercomputing at Kitware

Session Description:
Supercomputing at Kitware
Julien Jomier (Kitware Inc.)

Kitware is dedicated to scientific computing. Our team develops custom software to solve complex
scientific challenges based on our open source platforms. In this session, we will highlight some of
the recent projects we've been working on and the latest updates for platforms like CMake,
ParaView, and VTK. We will also give a brief background on the company and share some of the
sessions we have scheduled in our booth throughout the conference, including a CMake Meet the
Experts session where you can talk with one of the original developers, Bill Hoffman.

1:00 pm - 1:30 pm

Unlock your innovation with Azure HPC + AI

Session Description:
Unlock your innovation with Azure HPC + AI
Nidhi Chappell (Microsoft Corporation)

In this session, Nidhi Chappell, head of product and engineering at Microsoft, provides an overview
of the Azure HPC + AI platform, highlights key value prop differentiation for both HPC and AI
Supercomputing workloads, and discusses Microsoft's unique approach to designed HPC for the
cloud.

2:00 pm - 2:30 pm

Utilizing Kubernetes and Open OnDemand to Support Virtual Classroom Labs

Session Description:
Utilizing Kubernetes and Open OnDemand to Support Virtual Classroom Labs
Alan Chalker (Ohio Supercomputer Center)



Alan Chalker and Trey Dockendorf, part of the Open OnDemand (openondemand.org) development
team at the Ohio Supercomputer Center provide an overview of supporting virtual classroom labs
that utilize Kubernetes in conjunction with Open OnDemand. This is a technical talk that describes
in detail all the various work involved with configuring Kubernetes and the Kyverno policy engine to
ensure usability and security features standard to Open OnDemand are maintained.

2:00 pm - 2:30 pm

Accelerating the Cloud with Quantum

Session Description:
Accelerating the Cloud with Quantum
Krysta Svore (Microsoft Corporation)

Azure Quantum is about the present and future of cloud computing. It’s an integrated quantum-
classical compute portfolio that empowers you with the tools to help remake the global economy.
Quantum acceleration promises to help solve some of our planet’s biggest challenges—in energy,
climate, agriculture, and health—and across a broad span of industrial sectors, including
computational chemistry, materials science, and nuclear and particle physics. Quantum computers
are accelerators and the success of quantum computation requires seamless integration in a high-
performance cloud, to enable hyperscale workloads with complex classical pre-, post-, and co-
processing. To achieve the full promise requires scaling up; we need to build a leadership-class
quantum machine with more than 1M physical qubits. I’ll share the types of problems a quantum
machine will accelerate, and how quantum ideas are being emulated to enhance classical solutions,
enabling quantum impact right now. Welcome to the quantum era of computing.

Wednesday, November 17th

10:00 am - 10:30 am

UCSD Discovers the Sugary Shield Around SARS-COV2

Session Description:
UCSD Discovers the Sugary Shield Around SARS-COV2
Rommie Amaro (University of California, University of California, San Diego)

A team of researchers at UC San Diego is leveraging the massive computational power of systems



at the Texas Advanced Computing Center (TACC) to help expose the secrets of SARS CoV-2.
SARS-CoV-2 and other viruses use a spiked sugary cloak to attack the cells of a human host. In
essence, glycans trick the human immune system into seeing them as harmless. The breakthrough
simulations and modeling conducted by the UC San Diego research team have shown the world
what the sugary coating looks like and how it tries to hide itself from human immune systems.
These efforts reveal that the glycans prime the coronavirus for infection by changing the shape of
their spike protein. Scientists hope this research will add to the arsenal of knowledge needed to
defeat the COVID-19 disease.

10:30 am - 11:00 am

How to Overcome the Pain Points of AI/ML Hardware

Session Description:
How to Overcome the Pain Points of AI/ML Hardware
Tom Spencer (Achronix Semiconductor Corporation)

AI/ML hardware faces three common pain points: memory bandwidth, computational throughput
and on-chip data movement. Next-generation FPGA technology that includes a 2D network on
chip, GDDR6 and machine learning processors presents new capabilities to alleviate these pain
points and offers a balance of speed, power and cost. Join us at this talk to find out how FPGAs and
embedded FPGA (eFPGA) IP are ideal platforms for AI/ML inferencing solutions that provide the
flexibility of a GPU while performing at speeds similar to an ASIC.

11:00 am - 11:30 am

The future of large-scale CFD simulations in the cloud

Session Description:
The future of large-scale CFD simulations in the cloud
Neil Ashton (Amazon Web Services)

Computational fluid dynamics (CFD) provides the ability to investigate hundreds or thousands of
design variations without having to rely on physical testing. To reduce dependence on physical
simulations, engineering companies want to expand the use of CFD further down the design
process. In this session, explore how AWS and the cloud can give you the ability and agility to run
large-scale models on demand. See examples of CFD simulations running on tens of thousands of
CPUs and also how the latest generation of GPUs are enabling faster and lower-cost CFD



simulations.

Thursday, November 18th

1:00 pm - 1:30 pm

Numerical weather prediction on AWS Graviton2

Session Description:
Numerical weather prediction on AWS Graviton2
Matt Koop (Amazon Web Services)

With the release of Arm-based AWS Graviton2 instances, a common question among researchers
and practitioners is how well these instances perform on large-scale high performance computing
(HPC) workloads. Numerical weather prediction (NWP) is a well-known HPC workload and is
known to be sensitive to many different HPC system components. This session provides details on
the AWS Graviton2 processor and Elastic Fabric Adapter (EFA). It also shares benchmarking results
from running NWP across three different instance types to determine the performance that AWS
Graviton2 provides for HPC applications.



Exhibits
(back to top)

Monday, November 15th

6:45 pm - 7:00 pm

Exhibit Floor Ribbon Cutting

Session Description:

7:00 pm - 9:00 pm

Gala Opening Reception

Session Description: SC21 will host its annual Grand Opening Gala in the Exhibit Hall. This will be
your first opportunity to see the latest high performance computing, networking, storage, analysis,
and research products, services, and innovations. This event is open to all Technical Program,
Exhibitors and Students@SC registrants.

Tuesday, November 16th

10:00 am - 6:00 pm

Exhibits

Session Description:

Wednesday, November 17th

10:00 am - 3:00 pm

Job Fair

Session Description: All students attending SC21 are invited to attend the Student/Postdoc Job
Fair. Hiring organizations will be present from 10am-3pm. Students may stop by at any time.



10:00 am - 6:00 pm

Exhibits

Session Description:

4:00 pm - 6:00 pm

Family Day

Session Description:

Thursday, November 18th

10:00 am - 3:00 pm

Exhibits

Session Description:



Inclusivity
(back to top)

Sunday, November 14th

11:00 am - 2:00 pm

Early Career Program (Day 1)

Session Description:

Welcome to Early Career Program (Day 1)
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR)), Fouzhan Hosseini (Intel Corporation), Francois Hebert (University Corporation for
Atmospheric Research (UCAR)), Janae Baker (Rutgers University)

Welcome to Day 1 of the Early Career Program. The session contains a combination of talks, panels
and a group activity on smart goals, resiliency, career transition and self-promotion.

Moderator: Mozhgan Kabiri Chimeh (NVIDIA Corporation)
Panelist: Heather Marie Quinn (Los Alamos National Laboratory), Fernanda Foertter (NextSilicon
Inc), Fouzhan Hosseini (Intel Corporation)

Group Activity : Career Stories
Mozhgan Kabiri Chimeh (NVIDIA Corporation)

Group Activity : Wrap-Up
Mozhgan Kabiri Chimeh (NVIDIA Corporation)



SMART Goals and Goal Setting
Fernanda Foertter (NextSilicon Inc)

Resilience Best Practices: What To Do When You Are on Your Alternate Timeline
Heather Marie Quinn (Los Alamos National Laboratory)

Early Career Session Break
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR))

Self Promotion and Increasing Visibility in Professional Network
Andrew Jones (Microsoft Corporation)

Moderator: Mozhgan Kabiri Chimeh (NVIDIA Corporation)
Panelist: Heather Marie Quinn (Los Alamos National Laboratory), Fernanda Foertter (NextSilicon
Inc), Fouzhan Hosseini (Intel Corporation), Andrew Jones (Microsoft Corporation)

Career Session: Wrap-up
Fouzhan Hosseini (Intel Corporation)

Cover Letter Homework



Francois Hebert (University Corporation for Atmospheric Research (UCAR))

Networking Session (Gather Town)
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR))

Networking in Gather Town - Link will be emailed one day before

Monday, November 15th

11:00 am - 2:00 pm

Early Career Program (Day 2)

Session Description:

Welcome to Early Career Program (Day 2)
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR)), Francois Hebert (University Corporation for Atmospheric Research (UCAR)),
Janae Baker (Rutgers University), Fouzhan Hosseini (Intel Corporation)

Welcome to Day 2 of the Early Career Program. The session contains a combination of talks, guest
speaker, and a group activity on cover letters, the importance of relationship building and finding
mentors, and effective elevator speeches.

Cover Letter Group Activity Overview
Francois Hebert (University Corporation for Atmospheric Research (UCAR))

Group Activity : Cover Letters
Francois Hebert (University Corporation for Atmospheric Research (UCAR))



Cover Letters Best Practices
Mariam Umar (Intel Corporation), Francois Hebert (University Corporation for Atmospheric Research
(UCAR))

Early Career Session Break
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR))

Importance of Relationship Building/Finding a Mentor
Virginia Do (National Center for Atmospheric Research (NCAR)), Janae Baker (Rutgers University),
Sarvani Chadalapaka (University of California, Merced)

The session includes talks on Importance of Relationship Building/Finding a Mentor / Importance of
Relationship Building/Finding a Mentor / Mentor Worksheet / Relationship Building and Finding a
Mentor Wrap up

Early Career Session Break
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR))

Elevator Speeches
Virginia Do (National Center for Atmospheric Research (NCAR)), Janae Baker (Rutgers University)

The session includes talks on Elevator Speeches / Elevator Speeches Individual work / Elevator
Speeches Small groups / Elevator Speeches wrap up



Early Career Program - Wrap-Up
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Virginia Do (National Center for Atmospheric
Research (NCAR))

4:30 pm - 5:15 pm

SC First-Timers Orientation

Session Description: The SC21 Conference extends a warm welcome to all first-time attendees.
This session will provide an overview of the conference, describe what each type of badge permits,
and make suggestions about interesting activities in which to participate so you can organize your
conference experience. Attendees will have time to ask questions. Or questions can be submitted
before the session to sc-inclusivity@info.supercomputing.org

Tuesday, November 16th

12:00 pm - 1:00 pm

Inclusivity Talk - Inclusive Excellence in Computing: It's Not About the Students

Session Description:
Inclusivity Talk - Inclusive Excellence in Computing: It's Not About the Students
Shaundra Daily (Duke University)

Inclusivity Talks at SC are a space to explore the current state of diversity and inclusion within
computing, how D&I impact the field, and how to get involved to improve the inclusion of
historically underrepresented groups in computing. For the inaugural year of the program, SC21
welcomes Dr. Shaundra Daily, Professor of Practice at Duke University and Associate Director of the
Identity in Computing Group.

Abstract: As society continues to charge through a computational revolution, it is imperative that a
diverse range of disciplines and groups shape and influence the future of computing and its
applications. To date, however, much of computing design, development, and implementation has
been dominated by technocentric fields which lack diversity with respect to identity. The effects of
this lack of diversity in thought and approach have far-reaching social and cultural implications that
are evident in academic/workplace cultures and biased/harmful technologies that negatively impact
society at large and, most significantly, the most vulnerable. Changing this trajectory cannot rely on



marginalized groups. Instead, institutions, which include people, policies, and practices must be
transformed so that a broad spectrum of identities can not only participate in the development of
technology, but also drive its future.

In this talk, Dr. Daily will discuss the current state of diversity in computing, challenges associated
with centering interventions on marginalized groups, and how we can move towards a more
inclusive future of computing.

2:00 pm - 3:00 pm

Affinity Group Meetings - African / African-Americans @ SC

Session Description:
Affinity Group Meetings - African / African-Americans @ SC
Linda Akli (Southeastern Universities Research Association (SURA))

Affinity groups at SC are places where attendees of similar identities can meet to create community,
form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the role for you. If you do not
want your role as part of this group to be visible to all users in the SC21 Discord server, please
send a message to the @InclusivityMod and we will grant you access to the channel.

On Tuesday, November 16, the three Affinity Groups that will meet are for people who are African /
African-American, Hispanic / Latinx, and for those who identify as Lesbian, Gay, Bisexual,
Transgender (or anything in the non-binary umbrella), Queer, Intersex, or Asexual (LGBTQIA+).

3:00 pm - 4:00 pm

Affinity Group Meetings - Hispanic / Latinx @ SC

Session Description:
Affinity Group Meetings - Hispanic / Latinx @ SC
Maria Ruiz Varela (Independent), Ana Gonzalez (University of Puerto Rico at Mayaguez)

Affinity groups at SC are places where attendees of similar identities can meet to create community,



form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the role for you. If you do not
want your role as part of this group to be visible to all users in the SC21 Discord server, please
send a message to the @InclusivityMod and we will grant you access to the channel.

On Tuesday, November 16, the three Affinity Groups that will meet are for people who are African /
African-American, Hispanic / Latinx, and for those who identify as Lesbian, Gay, Bisexual,
Transgender (or anything in the non-binary umbrella), Queer, Intersex, or Asexual (LGBTQIA+).

4:00 pm - 5:00 pm

Affinity Group Meetings - LGBTQIA+ @ SC

Session Description:
Affinity Group Meetings - LGBTQIA+ @ SC
Heather Quinn (Los Alamos National Laboratory), Peter Vaillancourt (Cornell University, XSEDE)

Affinity groups at SC are places where attendees of similar identities can meet to create community,
form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the role for you. If you do not
want your role as part of this group to be visible to all users in the SC21 Discord server, please
send a message to the @InclusivityMod and we will grant you access to the channel.

On Tuesday, November 16, the three Affinity Groups that will meet are for people who are African /
African-American, Hispanic / Latinx, and for those who identify as Lesbian, Gay, Bisexual,
Transgender (or anything in the non-binary umbrella), Queer, Intersex, or Asexual (LGBTQIA+).

Wednesday, November 17th

2:00 pm - 3:00 pm



Affinity Group Meetings - Women & Femmes

Session Description:
Affinity Group Meetings - Women & Femmes
AJ Lauer (National Center for Atmospheric Research (NCAR)), Cristin Merritt (Alces Flight Ltd, UK)

Affinity groups at SC are places where attendees of similar identities can meet to create community,
form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the People with Disabilities role
for you. Visit the #personal-identities channel to add Women & Femmes. If you do not want your
role as part of this group to be visible to all users in the SC21 Discord server, please send a
message to the @InclusivityMod and we will grant you access to the channel.

The Discord channels for Affinity Groups will be open for the duration of the conference, so feel free
to hang out and chat there whenever. These meetings are just an opportunity to set aside a specific
time for community building during the conference.

This Affinity Group welcomes anyone who identifies as a woman or femme who is attending SC in
any capacity (tech, exhibits, students, etc).

4:00 pm - 5:00 pm

Affinity Group Meetings - People with Disabilities

Session Description:
Affinity Group Meetings - People with Disabilities
AJ Lauer (National Center for Atmospheric Research (NCAR)), Linda Akli (Southeastern Universities
Research Association (SURA))

Affinity groups at SC are places where attendees of similar identities can meet to create community,
form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the People with Disabilities role
for you. Visit the #personal-identities channel to add Women & Femmes. If you do not want your



role as part of this group to be visible to all users in the SC21 Discord server, please send a
message to the @InclusivityMod and we will grant you access to the channel.

The Discord channels for Affinity Groups will be open for the duration of the conference, so feel free
to hang out and chat there whenever. These meetings are just an opportunity to set aside a specific
time for community building during the conference.

This Affinity Group welcomes anyone who identifies as a woman or femme who is attending SC in
any capacity (tech, exhibits, students, etc).

Thursday, November 18th

2:00 pm - 3:00 pm

Affinity Group Meeting - Indigenous People @ SC

Session Description:
Affinity Group Meeting - Indigenous People @ SC
Wendy Wilhelm (Intel Corporation)

Affinity groups at SC are places where attendees of similar identities can meet to create community,
form mentoring and collaboration relationships, share techniques for managing a career in HPC,
and activities they collectively see as important to enabling them to thrive in HPC.

All affinity groups will be held on Discord and will only be open to those with those identities.
Please visit the #role-request channel to ask that a moderator add the role for you. If you do not
want your role as part of this group to be visible to all users in the SC21 Discord server, please
send a message to the @InclusivityMod and we will grant you access to the channel.

The Discord channels for Affinity Groups will be open for the duration of the conference, so feel free
to hang out and chat there whenever. These meetings are just an opportunity to set aside a specific
time for community building during the conference.

This meeting is for anyone who identifies as part of an Indigenous group wherever they are in the
world.



Invited Talk
(back to top)

Tuesday, November 16th

10:30 am - 12:00 pm

Invited Talks - Tuesday Morning

Session Description:

Let the Data Flow!
Kunle Olukotun (Stanford University, SambaNova Systems Inc)

As the benefits from Moore’s Law diminish, future computing performance improvements must rely
on specialized accelerators for applications in high performance computing, artificial intelligence,
and traditional data processing. These challenging applications are characterized by terabyte sized
models, data sparsity and irregular control flow. In this talk, we explain how Reconfigurable
Dataflow Accelerators (RDAs) can be used to accelerate a broad set of data-intensive applications
with these characteristics. SambaNova Systems is using RDA technology contained in
Reconfigurable Dataflow Units (RDUs) to achieve record-setting performance on challenging
machine learning tasks. We will describe how RDAs can also be used to accelerate database and
HPC applications with irregular control and data flow using a new execution model called
Dataflow threads.

Quantum Internet: From a Physics Experiment to a Quantum Network System
Stephanie Wehner (Delft University of Technology)

The vision of a Quantum Internet is to provide fundamentally new internet technology by ultimately
enabling quantum communication between any two points on earth. Such a Quantum Internet
would – in synergy with the ‘classical’ internet that we have today - connect quantum processors in
order to achieve new capabilities that are provably impossible using classical communication.

In this talk, we will examine several computer science challenges in taking the step from a physics
experiment to a scalable quantum network system. We will illustrate these challenges with several



recent results, including a realization of the first quantum link layer protocol on quantum processor
network based on Nitrogen-Vacancy centers in diamond.

1:30 pm - 3:00 pm

Invited Talks - Tuesday Afternoon

Session Description:

Going Slow to Go Fast: An Integrated Approach to COVID-19 Therapeutic Discovery at the DOE
National Laboratories
Martha S. Head (Oak Ridge National Laboratory (ORNL))

The Department of Energy National Laboratories collectively responded to the COVID-19
pandemic through research supported by the DOE Office of Science National Virtual Biotechnology
Laboratory (NVBL), with funding provided by the Coronavirus CARES Act. The NVBL Molecular
Design project brought together nine DOE National Laboratories to search for therapeutics that
might interrupt as many parts of the SARS-CoV-2 viral life cycle as possible. The computing
expertise and computational horsepower of the DOE formed the foundation of this project, along
with tight coupling to national laboratory experimental capabilities in structural biology, chemical
synthesis and complex biological systems. This talk will describe how this integrated
computational and experimental approach led to the discovery of multiple experimentally validated
hits for viral protein targets.

The Importance of Diverse Perspectives in Advancing HPC
Valerie Taylor (Argonne National Laboratory (ANL)), Mary Hall (University of Utah), Richard Ladner
(University of Washington), Mary Ann Leung (Sustainable Horizons Institute)

It is recognized that diverse perspectives often lead to breakthroughs and innovations in science.
The diversity of perspectives can result from different fields of science and/or a variety of
experiences by those from different backgrounds. In HPC, it is recognized that some communities
are underrepresented, which limits the opportunity to incorporate contributions to the advancement
of science that are influenced by a broad spectrum of cultures. This roundtable will focus on
strategies to expand opportunities for inclusion in the continuous evolution of HPC services.

Roundtable Participants: Valerie Taylor, Argonne National Laboratory, Convener; Mary Hall,
University of Utah, Discussant; Richard Ladner, University of Washington, Discussant; Mary Ann
Leung, Sustainable Horizons Institute, Discussant.



Wednesday, November 17th

10:30 am - 12:00 pm

Invited Talks - Wednesday Morning

Session Description:

High Performance Convergence Computing
Yutong Lu (Sun Yat-sen University, Guangzhou, China; National Supercomputer Center, Guangzhou)

Supercomputing technology has been developing very fast, and has impacted science and society
deeply and broadly. Computing-driven and data-driven scientific discovery has become a necessary
research approach in global environment, life science, nano-materials, high energy physics and
other fields. Furthermore, the rapidly increasing computing requirements from economic and social
development also call for the power of next generation supercomputing systems. Nowadays, the
development of computing science, data science and intelligent science has brought new changes
and challenges to HPC systems, technologies and applications. The usage mode and delivery
mode of cloud computing is also attractive to supercomputer users. The design of future
supercomputing systems faces many challenges, that include architecture, system software, and
application environment. This talk will analyze the features of HPC, Big Data and AI application use
cases and usage modes of current supercomputing centers. and then discuss the design of capable
platform for high performance convergence computing systems.

HiPEAC: 17 Years of Growing an HPC Community in Europe
Koen De Bosschere (Ghent University, Belgium)

HiPEAC was founded in 2004 with the goal of bringing together a dozen of key European
institutions and companies in High Performance Computing, and let them network, collaborate, and
steer the future of High Performance Computing in Europe. Over the years, HiPEAC grew from a
dozen of institutions and companies to almost 500, integrating over 2300 active researchers in
computing. HiPEAC has become a strong brand in networking, roadmapping and community
building. This did not happen overnight. We step-by-step learned how to create value for the
community. We failed a number of times and learned from our mistakes.

This talk will give an overview of the history of HiPEAC, its business model, its key success factors,



and its future in Europe. It will explain how HiPEAC is organized to deliver high quality events and
services to the community, the secret of its success. We will also discuss HiPEAC’s strengths,
weaknesses, challenges and opportunities for the future. This talk will explain what it takes to build
a vibrant community with loyal members and the lessons learned in the process.

1:30 pm - 3:00 pm

Invited Talks - Wednesday Afternoon

Session Description:

Powering HPC Discoveries through Scientific Software Ecosystems and Communities
Lois Curfman McInnes (Argonne National Laboratory (ANL))

HPC software—cutting-edge technology that encapsulates advances in mathematics, computer
science, and domain-specific science and engineering—is a cornerstone of long-term collaboration
and scientific progress. As we leverage unprecedented HPC resources to work toward predictive
science, software complexity is increasing due to disruptive changes in computer architectures and
the complexities of tackling new frontiers in extreme-scale modeling, simulation, and analysis.
These challenges create the unique opportunity to fundamentally change how scientific software is
designed, developed, and sustained—embracing community collaboration toward scientific
software ecosystems, while fostering a diverse HPC workforce who embody a broad range of skills
and perspectives.

This presentation will introduce work in the U.S. Exascale Computing Project (ECP), where a varied
suite of scientific applications builds on programming models and runtimes, math libraries, data and
visualization packages, and development tools that comprise the Extreme-scale Scientific Software
Stack (E4S). We will explain how E4S—a portfolio-driven effort to collect, test, and deliver the
latest advances in open-source HPC software technologies—is helping to overcome challenges in
collaboration across distributed aggregate teams. We will discuss the complementary skills of
team members, including research software engineers, project coordinators, and experts in
cognitive and social science. We will introduce crosscutting strategies that are increasing developer
productivity and software sustainability, thereby mitigating technical risks by building a firmer
foundation for reproducible, sustainable science. We will also mention complementary community
efforts and opportunities for involvement.

Lessons Learned from the LLVM Experience: A Fireside Chat with Chris Lattner
Chris Lattner (SiFive), Hal Finkel (DOE Office of Advanced Scientific Computing Research)



In the modern HPC ecosystem, the LLVM Compiler Infrastructure is nearly inescapable, and this has
had a profound impact on both academic research and commercial HPC development. We will chat
with Chris Latter about how LLVM grew from his master’s thesis project at University of Illinois,
Urbana-Champaign in 2000 into a broad community effort used by, and contributed to, by nearly
every major company producing compilers and programming-language tools. Chris will share his
insights and experience from transitioning LLVM into the commercial environment, growing the
LLVM ecosystem and community, building on LLVM to create the Swift programming language and
MLIR, and how he sees technology evolving into the future.

Interviewer: Hal Finkel

Thursday, November 18th

8:40 am - 10:00 am

Invited Talks - Plenary

Session Description:

Fugaku: The First 'Exascale' Supercomputer, and Its Application to Society 5.0 to Transform Society
for Sustainability and Beyond
Satoshi Matsuoka (Tokyo Institute of Technology, RIKEN Center for Computational Science (R-CCS))

Fugaku is the first 'exascale' supercomputer in the world, designed and built primarily by Riken
Center for Computational Science (R-CCS) and Fujitsu Ltd., but involving essentially all the major
stakeholders in the Japanese HPC community with the 'Applications First' philosophy. The name
‘Fugaku’ is an alternative name for Mt. Fuji, chosen to signify that the machine not only seeks very
high performance, but also a broad base of users and applicability, and at the same time for
transformational affect on the society at large, thus fulfilling the goal of the Japanese 'Society 5.0'
agenda. The heart of Fugaku is the new Fujitsu A64FX Arm processor, which is 100% compliant to
Aarch64 specifications, yet embodies technologies realized for the first time in a major server
general-purpose CPU, such as 7nm process technology, on-package integrated HBM2 and
terabyte-class SVE streaming capabilities, on-die embedded TOFU-D high-performance network
including the network switch, and adoption of so-called ‘disaggregated architecture’ that allows
separation and arbitrary combination of CPU core, memory and network functions. Fugaku uses
158,974 A64FX CPUs in a single socket node configuration, making it the largest and fastest
supercomputer ever created, signified by its groundbreaking achievements in major HPC



benchmarks, producing societal results in COVID-19 applications and other important societal
sustainability goals.

AI4Science : Convergence between AI and Scientific Computing
Anima Anandkumar (California Institute of Technology, NVIDIA Corporation)

Many scientific applications heavily rely on the use of brute-force numerical methods performed on
high-performance computing (HPC) infrastructure. Can artificial intelligence (AI) methods augment
or even entirely replace these brute-force calculations to obtain significant speed-ups? Can we
make groundbreaking new discoveries because of such speed-ups? I will present exciting recent
advances that build new foundations in AI that are applicable to a wide range of problems such as
fluid dynamics and quantum chemistry. On the other side of the coin, the use of simulations to train
AI models can be very effective in applications such as robotics and autonomous driving. Thus, we
will see a convergence of AI, Simulations and HPC in the coming years.

10:30 am - 12:00 pm

Invited Talks - Thursday Morning

Session Description:

The Rise of Supernetwork Data Intensive Computing
Larry Smarr (University of California, San Diego)

Over the last 35 years, a fundamental architectural transformation in high performance data-
intensive computing has occurred, driven by the rise of optical fiber Supernetworks connecting the
globe. Ironically, this cyberinfrastructure revolution has been led by supercomputer centers, which
then became SuperNodes in this distributed system. I will review key moments, including the birth
of the NSF Supercomputer Centers and NSFnet, the gigabit testbeds, the NSF PACI program, the
emergence of Internet2 and the Regional Optical Networks, all eventually enabling, through a
series of NSF grants, the National and Global Research Platforms. Over this same period, a similar
cyberinfrastructure architecture allowed the commercial clouds to develop, which are now
interconnected with this academic distributed system. Critical to this transformation has been the
continual exponential rise of data and a new generation of distributed applications utilizing this
connected digital fabric. Throughout this period, the role of the US Federal Government has been
essential, anchored by the 1991 High-Performance Computing Act, which established the
Networking and Information Technology Research and Development (NITRD) Program. Particularly
important to the initiation of this distributed computing paradigm shift was the continued visionary



leadership of Representative, then Senator, then Vice President Al Gore in the 1990s.

The Growth of AI: Implications on Hardware, Systems, Software, and the Environment
Kim Hazelwood (Facebook)

AI has been a fundamental contributor to numerous breakthroughs across a wide variety of
technical domains over the past decade. At Facebook, AI powers everything from recommendation
systems to virtual reality. The superlinear growth has driven the need for changes throughout the
systems stack, and has fundamentally shifted the set of problems that practitioners and
researchers need to tackle. At the same time, AI has driven an insatiable demand for resources, and
that demand carries significant implications on the environment due to the corresponding carbon
emissions that begin during manufacturing and are carried through the entire ML lifecycle. This talk
will present various trends in data, systems, and hardware as they pertain to the rapid growth of AI.
The talk will then quantify the environmental impact of these trends, and will present various
opportunities for advancing the field of AI, and all of the systems needed to support AI, in a
responsible manner.



Job Fair
(back to top)

Wednesday, November 17th

10:00 am - 3:00 pm

Job Fair

Session Description: All students attending SC21 are invited to attend the Student/Postdoc Job
Fair. Hiring organizations will be present from 10am-3pm. Students may stop by at any time.



Keynote
(back to top)

Tuesday, November 16th

8:30 am - 10:00 am

SC21 Keynote Address

Session Description:
Vint Cerf (Google LLC)

“Father of the Internet” Dr. Vint Cerf will join us as our keynote speaker for SC21. He’ll share his
perspective on how advanced computing may have a groundbreaking effect on how we can better
appreciate and understand the study of languages and literatures, the arts, history and philosophy.

“Imagine for a moment that the power of computing that allows us to understand and simulate
atomic and subatomic processes could be applied to a deeper understanding of art and literature?”

— Vint Cerf



Panel
(back to top)

Tuesday, November 16th

10:30 am - 12:00 pm

Beyond the Hype: Is There a Typical AI/ML Storage Workload?

Session Description:
Moderator: Dean Hildebrand (Google LLC)
Panelist: Ana Klimovic (ETH Zürich), Feiyi Wang (Oak Ridge National Laboratory (ORNL)), Anthony
Kougkas (Illinois Institute of Technology), Chris (CJ) Newburn (NVIDIA Corporation), Abdulrahman
Salem (Google LLC)

Is your storage really optimized for AI/ML? What does that even mean? There are many claims
about AI/ML needs for storage but very few well-defined workload and technology requirements.
Traditional HPC parallel file systems are optimized for writing large checkpoints, and cloud object
stores are optimized for storing massive datasets, but both are somehow supporting large scale
AI/ML workloads. Are these two very different storage systems really optimized for an I/O workload
that didn’t even exist a few years ago? This panel brings together experienced professionals from
academia, the US national labs and industry to discuss the current state of storage for AI/ML, and
find the elusive AI/ML storage requirements based on their experiences trying to use these systems
to support AI/ML workloads. The moderator is Dean Hildebrand (Google) and deputy moderator is
Jay Lofstead (Sandia National Laboratories).

10:30 am - 12:00 pm

Heterogeneity in Hardware: Opportunities and Challenges for Software and
Applications

Session Description:
Moderator: Hatem Ltaief (King Abdullah University of Science and Technology (KAUST)), Bilel Hadri
(King Abdullah University of Science and Technology (KAUST))
Panelist: Anima Anandkumar (NVIDIA Corporation, California Institute of Technology), Laura Grigori
(National Institute for Research in Computer Science and Automation (Inria), France), Robert W.



Wisniewski (Intel Corporation), Piotr Luszczek (University of Tennessee, Knoxville), James Lin
(Shanghai Jiao Tong University), Satoshi Matsuoka (RIKEN Center for Computational Science (R-
CCS))

With the end of Moore’s Law, the community has witnessed new hardware trends to increase
performance. Today, it is not only the traditional x86s and accelerators that are part of computing
systems, but also ARM, FPGAs and dedicated processors for DL workloads that equip now-
pioneering HPC systems. By the end of this decade, we are moving towards an era of extreme
scale with “extreme heterogeneity”. This may result in systems built from a custom aggregation of
components that may take us further away from the one-hardware-fits-all paradigm.

The panel discusses the latest hardware evolution and the impact on HPC applications. The
challenges reside in the increasing complexity of the underlying hardware. This urges consideration
of hardware/software co-design to facilitate the adoption of emerging technologies. The
opportunities lie in designing new programming models, algorithmic innovations and performance
tools to pursue the quest of scientific discovery.

1:30 pm - 3:00 pm

HPC’s Growing Sustainability Challenges and Emerging Approaches

Session Description:
Moderator: Andrew Chien (University of Chicago, Argonne National Laboratory (ANL))
Panelist: Steve Hammond (National Renewable Energy Laboratory (NREL)), Bill Magro (Google
LLC), Michael McNamara (Lancium), Erik Riedel (ITRenew)

Around the world, governments are adopting aggressive goals to decarbonize their economies and
reduce negative environmental impacts. Computing faces significant challenges because of its
rapidly proliferating use and fast technology cycles. HPC shares these challenges, and more, with
continued growth in power consumption (power carbon emissions) and increasing e-waste
(environmental pollution and embedded carbon).

Topics for discussion include: what challenges does HPC face to reduce, and eventually eliminate,
its carbon footprint; what challenges does HPC face to reduce, and eventually eliminate its e-waste
footprint; and by when; by 2030, by 2035? The panel will characterize a number of these growing
challenges and describe emerging solutions. Participants should gain increased awareness of the
issues at stake and leave with tangible ideas for solutions that their organizations of the community
can pursue.



3:30 pm - 5:00 pm

A Precipice of Transformation: Programming Models for Future HPC Systems

Session Description:
Moderator: Hal Finkel (US Department of Energy)
Panelist: Justin Gottschlich (Intel Corporation), Saman Amarasinghe (Massachusetts Institute of
Technology (MIT)), Torsten Hoefler (ETH Zürich), Maya Gokhale (Lawrence Livermore National
Laboratory), Kathy Yelick (University of California, Berkeley)

High-performance computing hardware is undergoing a Cambrian explosion, from wafer-scale AI
accelerators through quantum computers: GPUs may soon seem mundane. Simultaneously, the
complexity of high-performance software has grown nonlinearly for decades, and the prospect of
evolving this ecosystem to support future hardware may seem daunting. Our panel of distinguished
experts will discuss how programming future systems will differ from current practice due to
rapidly-changing hardware, improved programming languages and models, the incorporation of
artificial intelligence technologies and other fundamental shifts in the modern technological
landscape. This classic topic of debate, how we will program HPC applications, has never been
more interesting.

3:30 pm - 5:00 pm

High-Performance Statistical Computing: Building a Statistics Community
within Supercomputing

Session Description:
Moderator: George Ostrouchov (Oak Ridge National Laboratory (ORNL); University of Tennessee,
Knoxville)
Panelist: Marc G. Genton (King Abdullah University of Science and Technology (KAUST)), David
Keyes (King Abdullah University of Science and Technology (KAUST), Columbia University),
Norman Matloff (University of California, Davis), Douglas Nychka (Colorado School of Mines),
Georgia Tourassi (Oak Ridge National Laboratory (ORNL)), Rio Yokota (Tokyo Institute of
Technology)

The current state of statistics and supercomputing is that the two communities are largely separate
with little interaction. There is a confluence of developments that signals a timely need to foster
more interaction and to build a statistics community within supercomputing. These developments
include increased interest in explainable AI methods, calls to address potential bias in AI systems,



interest in fast randomized algorithms for numerical computing and a need for greater accounting
for uncertainty in predictions.

The panel will discuss some realities and barriers that may be responsible for the current situation
and make recommendations on steps that can be taken to increase interaction and build a new
community. This is the first such panel at SC and we plan to form a similar panel at CompStat or a
similar statistics-centered conference.

Wednesday, November 17th

10:30 am - 12:00 pm

Runtime Systems for Zettascale

Session Description:
Moderator: Rosa M. Badia (Barcelona Supercomputing Center (BSC), Polytechnic University of
Catalonia)
Panelist: Rajeev Thakur (Argonne National Laboratory (ANL)), Samuel Thibault (University of
Bordeaux (IMB); National Institute for Research in Computer Science and Automation (Inria),
France), Didem Unat (Koç University, Turkey), Mitsuhisa Sato (RIKEN Center for Computational
Science (R-CCS)), Vicenç Beltran (Barcelona Supercomputing Center (BSC))

With exascale computers around the corner, the next challenge to consider is zettascale systems.
At this moment, it is difficult to predict how a zettascale machine will be built. It has been forecast
to be composed of more diverse and heterogeneous components. Different types of accelerators
are expected, including new paradigms like quantum computing. These new systems will pose
major scalability issues and severely limit the types of parallelism that can be exploited.

Additionally, the applications to be executed are also expected to grow in complexity and size in
order to leverage the existing computing infrastructure and enable progress in multiple areas of
science, technology and engineering. While multiple components of the software stack will be
relevant for these systems to perform efficiently, the runtime is initially identified as a critical one.
With such a scenario in mind, this panel aims to debate how future runtime systems will look.

1:30 pm - 3:00 pm

Performance and Correctness Tools for Extreme-Scale Computing



Session Description:
Moderator: Ignacio Laguna (Lawrence Livermore National Laboratory)
Panelist: Barton Miller (University of Wisconsin, Madison), David Abramson (University of
Queensland), Heidi Poxon (Amazon), Marta Garcia-Gasulla (Barcelona Supercomputing Center
(BSC)), Todd Gamblin (Lawrence Livermore National Laboratory)

Extreme-scale computing systems are emerging to support increasingly larger scientific workloads.
Next-generation HPC systems are becoming highly heterogeneous and highly distributed. As the
software complexity increases in such systems, programming productivity is only possible if
scientists are equipped with practical tools. While performance analysis and correctness tools are
crucial to program scientific software, such tools must transition to the extreme-scale computing
paradigm. Existing tools must be adapted to support highly heterogeneous systems, consider
emerging programming models and provide better diagnosis support. This panel gathers
developers and users of performance and correctness tools to discuss them in the context of
extreme-scale computing. The panelists will state their position, driven by their vast experience, on
enabling such tools in emerging systems and will express views on the most crucial problems the
tools, users and vendor community should solve together. Attendees will benefit from discussions
with the panelists and will provide feedback.

3:30 pm - 5:00 pm

Bioinformatics, HPC and AI : Convergence, Perspectives and the Future for
Biomedical Applications

Session Description:
Moderator: Eric Stahlberg (Frederick National Laboratory for Cancer Research)
Panelist: Patricia Kovatch (Icahn School of Medicine at Mount Sinai), Martha (Marti) Head (Oak
Ridge National Laboratory (ORNL)), Erin Crowgey (Nemours Alfred I duPont Hospital for Children),
Sean Davis (University of Colorado), David Jaffray (MD Anderson Cancer Center), Jill Barnholtz-
Sloan (National Cancer Institute (NCI))

There is little question that genomics, driven by the explosive growth of next generation
sequencing and concurrent adoption of HPC to process the vast amounts of new data, has
dominated bioinformatics for the past decade. Technology innovations and emerging applications
such as in single-cell sequencing continue to extend genomics as the standard bearer for
bioinformatics in biomedical applications. Even so, new technologies and data continue to emerge
in other areas including proteomics, imaging and metabolomics, and data at different scales offer
key insights into the complex biomedical systems of interest, demonstrating the true breadth of
bioinformatics. The panel brings together experts with a variety of perspectives on bioinformatics,



HPC and AI to explore the convergence of these fields and implications for realizing the potential of
this convergence, and the implication for future applications across biomedicine from lab to clinic,
for improved diagnostics, novel treatments and ultimately improved patient outcomes.

Thursday, November 18th

10:30 am - 12:00 pm

Resource Disaggregation in High-Performance Computing

Session Description:
Moderator: Balazs Gerofi (RIKEN), John Shalf (Lawrence Berkeley National Laboratory (LBNL))
Panelist: Keren Bergman (Columbia University), Doug Carmean (Microsoft Corporation), Larry
Dennison (NVIDIA Corporation), Mark Wade (Ayar Labs), Takashi Miyoshi (Fujitsu Ltd)

Disaggregation is an emerging compute paradigm that splits monolithic servers into a number of
consolidated, single-resource pools that communicate over a fast interconnect. This model
decouples individual hardware resources, including tightly coupled ones such as processors and
memory, and enables the creation of logical compute platforms with flexible and dynamic hardware
configurations. The concept of disaggregation is driven by various recent trends in computing. The
increasing importance of data analytics and machine learning workloads brings unprecedented
need for memory capacity, which is in stark contrast to the growing imbalance of compute-to-
memory capacity ratio of traditional server platforms. The proliferation of special purpose
heterogeneous computing elements promotes the need for composability, while at the same time,
the increasing maturity of optical interconnects elevates the prospects of distance independence in
networking infrastructure. This panel intends to explore various aspects of resource disaggregation
and its implications for future high-performance computing systems.

1:30 pm - 3:00 pm

The Computing Cambrian Explosion: The Future of HPC with Non-Von Neumann
Computing

Session Description:
Moderator: Catherine Schuman (Oak Ridge National Laboratory (ORNL))
Panelist: Dhireesha Kudithipudi (University of Texas, San Antonio), Michael Frank (Sandia National
Laboratories), Catherine Graves (Hewlett Packard Labs), Jennifer Hasler (Georgia Institute of
Technology), Travis Humble (Oak Ridge National Laboratory (ORNL)), Advait Madhavan (National



Institute of Standards and Technology (NIST), University of Maryland)

With the looming end of Moore’s law and the end of Dennard scaling, the future of computing in
general and HPC in particular will look very different from the past. In addition to novel materials,
devices and packaging, the future of HPC is likely to include a variety of novel, non-von Neumann
architectures, including neuromorphic, quantum, reversible, temporal, probabilistic and so on. There
is not likely to be one non-von Neumann technology that reigns supreme in the future HPC
landscape, but there are a great many challenges associated with realizing a future HPC system
that incorporates even one of these new types of computing platforms. With this panel, we have
assembled a group of experts across a variety of non-von Neumann computing technologies that
will debate the merits of each of their approaches and discuss the research challenges associated
with incorporating these technologies into the future computing landscape.

3:30 pm - 5:00 pm

Strategies for Working Remotely: Sustainable Hybrid Approaches for HPC

Session Description:
Moderator: Elaine Raybourn (Sandia National Laboratories)
Panelist: Sadaf Alam (Swiss National Supercomputing Centre (CSCS)), Christian Bischof (Technical
University Darmstadt), Helen Cademartori (Lawrence Berkeley National Laboratory (LBNL)), Devin
Hodge (Argonne National Laboratory (ANL)), Kengo Nakajima (University of Tokyo), Pat Quillen
(MathWorks)

In spring 2020 many of us abruptly transitioned from a primarily on-site to a primarily remote work
experience. Unplanned and imposed remote work created a sea change that has altered the way
we work now and will likely impact the way we work in the future. This panel will explore
strategies for working remotely, with emphasis on how teams in high-performance computing
(HPC) can be effective and efficient in long-term hybrid settings, where some staff work remotely
and others on site, or collaborate while geographically dispersed. This shift provides an opportunity
to be more inclusive and compassionate, opening doors for technological innovation to support how
we work and communicate as teams of scientists. By exploring how hybrid settings can help with
hiring and retaining a diverse set of employees, this panel session will offer an opportunity for
dialog to help shape and influence the future of HPC work (see https://sc20.supercomputing.org
/proceedings/sotp/sotp_files/sotp114s2-file1.pdf).

Friday, November 19th



8:30 am - 10:00 am

SmartNICs: The Future or Folly?

Session Description:
Moderator: Ryan Eric Grant (Sandia National Laboratories, University of New Mexico)
Panelist: Gordon Brebner (Xilinx Inc), Richard Graham (Mellanox Technologies Ltd), Steve Poole
(Los Alamos National Laboratory), Duncan Roweth (Hewlett Packard Enterprise), Roxana Rusitoru
(ARM Ltd)

SmartNICs are a new hot topic. With the debut of the first SmartNICs from NVIDIA in the Bluefield
line, the Xilinx SN1000s and recent announcements on the expectation of frequent generational
succession of new SmartNICs, this topic is one of the fastest moving new areas in HPC. Many other
industrial efforts have produced SmartNIC designs that are relevant to the HPC community, but as
they are a new technology no single design/architecture has dominated, leading to a diverse
ecosystem of SmartNIC designs.

This panel will provide the opportunity for attendees to hear from chief architects of SmartNICs
from industry leading companies, practitioners using the latest SmartNICs and leaders in SmartNIC
standardized APIs. It will address previous efforts at SmartNICs from the early 2000s, why they
failed then and debate whether they will be successful now.

8:30 am - 10:00 am

HPC Response to the COVID-19 Pandemic

Session Description:
Moderator: Piotr Luszczek (University of Tennessee, Knoxville), Hatem Ltaief (King Abdullah
University of Science and Technology (KAUST))
Panelist: David Keyes (King Abdullah University of Science and Technology (KAUST)), Rick Stevens
(Argonne National Laboratory (ANL), University of Chicago), Florent Duchaine (CERFACS, France),
Makoto Tsubokura (Kobe University, Japan), Daniel Jacobson (Oak Ridge National Laboratory
(ORNL)), Patricia Kovatch (Icahn School of Medicine at Mount Sinai, Columbia University)

This panel brings together many experts across a vast range of scientific disciplines from numerical
simulation to data-informed diagnosis in order to feature the contributions made over the past 12+
months by the HPC community to provide a multimodal response to the world-wide emergence
and spread of SARS-CoV-2 coronavirus and the ensuing global COVID-19 pandemic. Their recent
efforts highlight the importance of computational science as a tool that helps uncover the structure



and mechanics of the viral spread and drastically reduces the number of candidate treatments
eligible for laboratory testing. From the transformative medical advances to drug discovery driven
by supercomputing, this panel spans a range of approaches to the ongoing crisis and the upcoming
challenges of mutating virus variants and vaccine hesitancy. By casting our panelist selection net
widely, we hope for a vigorous discussion and productive interaction toward comprehensive
conclusions to be drawn by the attendees.

10:30 am - 12:00 pm

Reproducibility in HPC: Passing Fad or a Work in Progress?

Session Description:
Moderator: Daniel Reed (University of Utah)
Panelist: Beth Plale (Indiana University), Fernando Perez (University of California, Berkeley), Lorena
Barba (George Washington University), Tanu Malik (DePaul University), Tom Scogland (Lawrence
Livermore National Laboratory)

This is an era of disruptive technologies and changing science needs. Artificial intelligence (AI),
science at scale through Jupyter, performance portability and growing energy consumption
awareness suggest dynamism in how rigor in science must continue to evolve. But is enhancing
rigor through efforts to reproduce publications at submission time a fad or is it a work in progress?
SC demonstrates reproducibility at the point of manuscript submission, and 50% of paper
submission authors (SC21) seek to have their results evaluated for ease of reproduction. An SC20
survey, however, found that a large majority of respondents feel that transparency is a more
important outcome than is reproducibility. This panel brings together SC reproducibility experts
with highly regarded disruptive technologists who represent changing science needs. The panel
promises to hash out the issues for enhanced rigor in high-performance computing science going
forward.

10:30 am - 12:00 pm

Great Edge-pectations: How Edge and Exascale Found Love

Session Description:
Moderator: Pete Beckman (Argonne National Laboratory (ANL), Northwestern University)
Panelist: Lavanya Ramakrishnan (Lawrence Berkeley National Laboratory (LBNL)), Rick Stevens
(Argonne National Laboratory (ANL), University of Chicago), Satoshi Matsuoka (RIKEN, Tokyo
Institute of Technology), Eric Van Hensbergen (ARM Ltd)



It is no secret that the world’s largest supercomputers are often quite lonely. Until recently, live-
streaming sensor data into massive simulations was more exhibit booth demo than reality.
Extreme-scale computational models were isolated, admiring from afar the excitement of edge
computing, the Internet of Things, smart cities, autonomous cars and intelligent laboratory
experiments. From the edge to the cloud, from Cairo to London, however, artificial intelligence (AI)
is making its way into every sensor and experimental facility. As AI at the edge begins to bend and
break old computing paradigms into a new shape, it is time for supercomputing to storm out of our
data center citadels and move to the edge. Join our panelists and explore how edge and exascale
will learn a new dance step while they accelerate scientific discovery, improve the resilience of
cities, expand autonomy and guide our responses to extreme climate events.



Paper
(back to top)

Tuesday, November 16th

10:30 am - 12:00 pm

Computational Biology

Session Description:

Accelerating Large Scale de Novo Metagenome Assembly Using GPUs
Muaaz Gul Awan (Lawrence Berkeley National Laboratory (LBNL)), Steven Hofmeyr (Lawrence
Berkeley National Laboratory (LBNL)), Rob Egan (Lawrence Berkeley National Laboratory (LBNL)),
Nan Ding (Lawrence Berkeley National Laboratory (LBNL)), Aydin Buluc (Lawrence Berkeley
National Laboratory (LBNL)), Jack Deslippe (Lawrence Berkeley National Laboratory (LBNL)),
Leonid Oliker (Lawrence Berkeley National Laboratory (LBNL)), Katherine Yelick (University of
California, Berkeley, Lawrence Berkeley National Laboratory (LBNL))

Metagenomic workflows involve studying uncultured microorganisms directly from the
environment. These environmental samples when processed by modern sequencing machines
yield large and complex datasets which exceed the capabilities of metagenomic software. The
increasing sizes and complexities of datasets make a strong case for exascale-capable
metagenome assemblers. The underlying algorithmic motifs, however, are not well suited for
GPUs. This poses a challenge since the majority of next generation supercomputers will rely
primarily on GPUs for computation. In this paper we present the first of its kind GPU accelerated
implementation of local assembly approach that is an integral part of a widely used large scale
metagenome assembler, MetHipMer. Local assembly uses algorithms that induce random memory
accesses and non-deterministic workloads, which make GPU offloading a challenging task. Our
GPU implementation outperforms the CPU version by about 7x and boosts the performance of
MetaHipMer by 42% when running on 64 Summit nodes.

Best Paper Finalist: yes
Best Student Paper Finalist: no



FastZ: Accelerating Gapped Whole Genome Alignment on GPUs
Sree Charan Gundabolu (Purdue University), T. N. Vijaykumar (Purdue University), Mithuna
Thottethodi (Purdue University)

Recognizing the importance of whole genome alignment (WGA), the National Institutes for Health
maintains LASTZ, a sequential WGA application. As genomic data grows, there is a compelling
need for scalable, high-performance WGA. Unfortunately, high-sensitivity, ‘gapped’ alignment
which uses dynamic programming (DP) is slow, whereas faster alignment with ungapped filtering
is often less sensitive. We develop FastZ, a GPU-accelerated, gapped WGA software which
matches gapped LASTZ in sensitivity. FastZ employs a novel inspector-executor scheme in which
(a) the lightweight inspector elides DP traceback except in common, extremely short alignments,
where the inspector performs limited, eager traceback to eliminate the executor, and (b) executor
trimming avoids unnecessary work. Further, FastZ employs register-based cyclic-buffering to
drastically reduce memory traffic, and groups DP problems by size for load balance. FastZ running
on an RTX 3080 GPU and our multicore implementation of LASTZ achieve 111x and 20x speedups
over the sequential LASTZ, respectively.

Best Paper Finalist: no
Best Student Paper Finalist: no

Scalable FBP Decomposition for Cone-Beam CT Reconstruction
Peng Chen (National Institute of Advanced Industrial Science and Technology (AIST), RIKEN Center
for Computational Science (R-CCS)), Mohamed Wahib (National Institute of Advanced Industrial
Science and Technology (AIST), RIKEN Center for Computational Science (R-CCS)), Xiao Wang (Oak
Ridge National Laboratory (ORNL), Boston Children's Hospital), Takahiro Hirofuchi (National
Institute of Advanced Industrial Science and Technology (AIST)), Hirotaka Ogawa (National Institute
of Advanced Industrial Science and Technology (AIST)), Ander Biguri (Institute of Nuclear Medicine,
University College London), Richard Boardman (University of Southampton, 𝜇-VIS X-Ray Imaging
Centre), Thomas Blumensath (University of Southampton, 𝜇-VIS X-Ray Imaging Centre), Satoshi
Matsuoka (RIKEN Center for Computational Science (R-CCS), Tokyo Institute of Technology)

Filtered Back-Projection (FBP) is a fundamental compute-intense algorithm used in tomographic
image reconstruction. Cone-Beam Computed Tomography (CBCT) devices use a cone-shaped
X-ray beam, in comparison to the parallel beam used in older CT generations. Distributed image
reconstruction of cone-beam datasets typically relies on dividing batches of images into different
nodes. This simple input decomposition, however, introduces limits on input/output sizes and
scalability.

We propose a novel decomposition scheme and reconstruction algorithm for distributed FPB. This



scheme enables arbitrarily large input/output sizes, eliminates the redundancy arising in the end-
to-end pipeline and improves the scalability by replacing two communication collectives with only
one segmented reduction. Finally, we implement the proposed decomposition scheme in a
framework that is useful for all current-generation CT devices (7th gen). In our experiments using
up to 1024 GPUs, our framework can construct 4096^3 volumes, for real-world datasets, in under
16 seconds (including I/O).

Best Paper Finalist: no
Best Student Paper Finalist: no

10:30 am - 12:00 pm

Best Practice Experiences from Pre-Exascale Systems

Session Description:

Generalizable Coordination of Large Multiscale Ensembles: Challenges and Learnings at Scale
Harsh Bhatia (Lawrence Livermore National Laboratory), Francesco Di Natale (Lawrence Livermore
National Laboratory), Joseph Y. Moon (Lawrence Livermore National Laboratory), Xiaohua Zhang
(Lawrence Livermore National Laboratory), Joseph R. Chavez (Lawrence Livermore National
Laboratory), Fikret Aydin (Lawrence Livermore National Laboratory), Chris Stanley (Oak Ridge
National Laboratory (ORNL)), Tomas Oppelstrup (Lawrence Livermore National Laboratory), Chris
Neale (Los Alamos National Laboratory), Sara Kokkila Schumacher (IBM TJ Watson Research
Center), Dong Ahn (Lawrence Livermore National Laboratory), Stephen Herbein (Lawrence
Livermore National Laboratory), Timothy S. Carpenter (Lawrence Livermore National Laboratory),
Sandrasegaram Gnanakaran (Los Alamos National Laboratory), Peer-Timo Bremer (Lawrence
Livermore National Laboratory), James N. Glosli (Lawrence Livermore National Laboratory), Felice
C. Lightstone (Lawrence Livermore National Laboratory), Helgi I. Ingólfsson (Lawrence Livermore
National Laboratory)

The advancement of machine learning techniques and the availability of heterogeneous computing
are propelling the demand for large multiscale simulations that can automatically and
autonomously couple diverse components to solve complex problems at multiple scales.
Nevertheless, the current capabilities are limited to coupling two scales.

In the first-ever demonstration of using three resolution scales, we present a scalable and
generalizable framework as we expand MuMMI, an award-winning workflow, beyond its original
design. We discuss the challenges and learnings in executing a massive simulation campaign that
utilized over 600,000 node-hours on Summit, achieving more than 98% GPU occupancy for over



83% of the time. We enable orders of magnitude scaling, including coordinating 24,000 jobs, and
managing several TBs of new data per day and over a billion files in total. Finally, we describe the
generalizability of our framework and discuss how the presented framework may be used for new
applications.

Best Paper Finalist: no
Best Student Paper Finalist: no

Linux vs. Lightweight Multi-Kernels for High-Performance Computing: Experiences at Pre-Exascale
Balazs Gerofi (RIKEN), Kohei Tarumizu (Fujitsu Ltd), Lei Zhang (Fujitsu Ltd), Takayuki Okamoto
(Fujitsu Ltd), Masamichi Takagi (RIKEN), Shinji Sumimoto (Fujitsu Ltd), Yutaka Ishikawa (RIKEN)

The long standing consensus in the High-Performance Computing (HPC) Operating Systems (OS)
community is that lightweight kernel-based OSes (LWKs) have the potential to outperform Linux at
extreme scale. To explore if LWKs live up to their expectation we developed IHK/McKernel, a
lightweight multi-kernel OS designed for HPC, and deployed it on two high-end supercomputers to
compare its performance against Linux. Oakforest-PACS, an Intel Xeon Phi-based supercomputer,
runs a moderately tuned Linux distribution. Fugaku is based on Fujitsu's A64FX CPU that runs a
highly tuned Linux environment.

We discuss some of the recent developments in our OS and provide a detailed description on the
challenges of tuning Fugaku's Linux for HPC. While in a moderately tuned environment McKernel
significantly outperforms Linux, on Fugaku we observe an average of 4% speedup (across all our
experiments), with only a few exceptions where the LWK outperforms Linux by up to 25%.

Best Paper Finalist: no
Best Student Paper Finalist: no

Revealing Power, Energy, and Thermal Dynamics of a 200PF Pre-Exascale Supercomputer
Woong Shin (Oak Ridge National Laboratory (ORNL)), Vladyslav Oles (Oak Ridge National
Laboratory (ORNL)), Ahmad Maroof Karimi (Oak Ridge National Laboratory (ORNL)), J. Austin Ellis
(Oak Ridge National Laboratory (ORNL)), Feiyi Wang (Oak Ridge National Laboratory (ORNL))

As we approach the exascale computing era, the focused understanding of power consumption and
its overall constraint on HPC architectures and applications are becoming increasingly paramount.
Summit, located at the Oak Ridge Leadership Computing Facility (OLCF), is one of the fastest and
largest pre-exascale platforms in operation today.



This paper provides a first-order examination and analysis of power consumption at the
component-level, node-level, and system-level, from all 4,626 Summit compute nodes, each with
over 100 metrics at 1Hz frequency over the entire year of 2020. We also investigate the power
characteristics and energy efficiency of over 840k Summit jobs and 250k GPU failure logs for
further operational insights. To the best of our knowledge, this is the first systematic analysis of
power data of HPC system at this scale.

Best Paper Finalist: yes
Best Student Paper Finalist: no

10:30 am - 12:00 pm

Efficient Deep Learning Tools

Session Description:

KAISA: An Adaptive Second-Order Optimizer Framework for Deep Neural Networks
J. Gregory Pauloski (University of Chicago), Qi Huang (University of Texas), Lei Huang (Texas
Advanced Computing Center (TACC)), Shivaram Venkataraman (University of Wisconsin, Madison),
Kyle Chard (University of Chicago, Argonne National Laboratory (ANL)), Ian Foster (University of
Chicago, Argonne National Laboratory (ANL)), Zhao Zhang (Texas Advanced Computing Center
(TACC))

Kronecker-factored Approximate Curvature (K-FAC) has recently been shown to converge faster in
deep neural network (DNN) training than stochastic gradient descent (SGD); however, K-FAC's
larger memory footprint hinders its applicability to large models. We present KAISA, a K-FAC-
enabled, Adaptable, Improved, and ScAlable second-order optimizer framework that adapts the
memory footprint, communication, and computation given specific models and hardware to improve
performance and increase scalability. We quantify the tradeoffs between memory and
communication cost and evaluate KAISA on large models, including ResNet-50, Mask R-CNN,
U-Net, and BERT, on up to 128 NVIDIA A100 GPUs. Compared to the original optimizers, KAISA
converges 18.1–36.3% faster across applications with the same global batch size. Under a fixed
memory budget, KAISA converges 32.5% and 41.6% faster in ResNet-50 and BERT-Large,
respectively. KAISA can balance memory and communication to achieve scaling efficiency equal to
or better than the baseline optimizers.

Best Paper Finalist: no
Best Student Paper Finalist: no



Tensor Processing Primitives: A Programming Abstraction for Efficiency and Portability in Deep
Learning Workloads
Evangelos Georganas (Intel Corporation), Dhiraj Kalamkar (Intel Corporation), Sasikanth Avancha
(Intel Corporation), Menachem Adelman (Intel Corporation), Cristina Anderson (Intel Corporation),
Alexander Breuer (Friedrich Schiller University Jena, Germany), Jeremy Bruestle (Intel Corporation),
Narendra Chaudhary (Intel Corporation), Abhisek Kundu (Intel Corporation), Denise Kutnick (Intel
Corporation), Frank Laub (Intel Corporation), Vasimuddin Md (Intel Corporation), Sanchit Misra (Intel
Corporation), Ramanarayan Mohanty (Intel Corporation), Hans Pabst (Intel Corporation), Barukh Ziv
(Intel Corporation), Alexander Heinecke (Intel Corporation)

During the past decade, novel deep learning (DL) algorithms/workloads and hardware have been
developed to tackle a wide range of problems. Despite the advances in workload/hardware
ecosystems, the programming methodology of DL-systems is stagnant. DL-workloads leverage
either highly-optimized, yet platform-specific and inflexible, kernels from DL-libraries, or as for
novel operators, reference implementations are built via DL-framework primitives with
underwhelming performance. This work introduces the Tensor Processing Primitives (TPP), a
programming abstraction striving for efficient, portable implementation of DL-workloads with high
productivity. TPPs define a compact, yet versatile set of 2D-tensor operators, which subsequently
can be utilized as building-blocks to construct complex operators on high-dimensional tensors. The
TPP specification is platform-agnostic, thus code expressed via TPPs is portable, whereas the TPP
implementation is highly-optimized and platform-specific. We demonstrate the efficacy of our
approach using standalone kernels and end-to-end DL-workloads expressed entirely via TPPs that
outperform state-of-the-art implementations on multiple platforms.

Best Paper Finalist: no
Best Student Paper Finalist: no

Enable Simultaneous DNN Services Based on Deterministic Operator Overlap and Precise Latency
Prediction
Weihao Cui (Shanghai Jiao Tong University), Han Zhao (Shanghai Jiao Tong University), Quan Chen
(Shanghai Jiao Tong University), Ningxin Zheng (Microsoft Research Asia), Jingwen Leng (Shanghai
Jiao Tong University), Jieru Zhao (Shanghai Jiao Tong University), Zhuo Song (Alibaba Cloud), Tao
Ma (Alibaba Cloud), Yong Yang (Alibaba Cloud), Chao Li (Shanghai Jiao Tong University), Minyi Guo
(Shanghai Jiao Tong University)

While user-facing services experience diurnal load patterns, co-locating services improve the
hardware utilization. Prior work on co-locating services on GPUs run queries sequentially, as the
latencies of the queries are neither stable nor predictable when running simultaneously. The input



sensitiveness and the non-deterministic operator overlap are two primary factors of the latency
unpredictability. Hence, We propose Abacus, a runtime system that runs multiple services
simultaneously. Abacus enables deterministic operator overlap to enforce latency predictability.
Abacus consists of an overlap-aware latency predictor, a headroom-based query controller, and
segmental model executors. The predictor predicts the latencies of the deterministic operator
overlap. The controller determines the appropriate operator overlap for QoS guarantee of all the
services. The executors run the operators as needed to support the deterministic operator overlap.
Our evaluation shows that Abacus reduces 51.3% of the QoS violation and improves the
throughput by 29.8% on average compared with state-of-the-art solutions.

Best Paper Finalist: no
Best Student Paper Finalist: no

10:30 am - 12:00 pm

Trends in Scalable Computing

Session Description:

Distributed Quantum Computing with QMPI
Thomas Häner (Microsoft Corporation), Damian S. Steiger (Microsoft Corporation), Torsten Hoefler
(ETH Zürich), Matthias Troyer (Microsoft Corporation)

Practical applications of quantum computers require millions of physical qubits and it will be
challenging for individual quantum processors to reach such qubit numbers. It is therefore timely to
investigate the resource requirements of quantum algorithms in a distributed setting, where
multiple quantum processors are interconnected by a coherent network. We introduce an extension
of the Message Passing Interface (MPI) to enable high-performance implementations of distributed
quantum algorithms. In turn, these implementations can be used for testing, debugging and
resource estimation. In addition to a prototype implementation of quantum MPI, we present a
performance model for distributed quantum computing, SENDQ. The model is inspired by the
classical LogP model, making it useful to inform algorithmic decisions when programming
distributed quantum computers. Specifically, we consider several optimizations of two quantum
algorithms for problems in physics and chemistry, and we detail their effects on performance in the
SENDQ model.

Best Paper Finalist: no
Best Student Paper Finalist: no



BAASH: Lightweight, Efficient and Reliable Blockchain-As-A-Service for HPC Systems
Abdullah Al Mamun (University of Nevada, Reno), Feng Yan (University of Nevada, Reno),
Dongfang Zhao (University of Nevada, Reno)

Distributed resiliency becomes paramount to alleviate the growing costs of data movement and
I/Os while preserving the data accuracy in HPC systems. This paper proposes to adopt blockchain-
like decentralized protocols to achieve such distributed resiliency. The key challenge for such an
adoption lies in the mismatch between blockchain's targeting systems (e.g., shared-nothing,
loosely-coupled, TCP/IP stack) and HPC's unique design on storage subsystems, resource
allocation, and programming models. We present BAASH, Blockchain-As-A-Service for HPC,
deployable in a plug-n-play fashion. BAASH bridges the HPC-blockchain gap with two key
components: (i) Lightweight consensus protocols for the HPC's shared-storage architecture, (ii) A
new fault-tolerant mechanism compensating for the MPI to guarantee the distributed resiliency. We
have implemented a prototype system and evaluated it with more than two million transactions on
a 500-core HPC cluster. Results show that the prototype of the proposed techniques significantly
outperforms vanilla blockchain systems and exhibits strong reliability with MPI.

Best Paper Finalist: no
Best Student Paper Finalist: no

Representation of Women in HPC Conferences
Eitan Frachtenberg (Reed College), Rhody Kaner (Reed College)

Women are acutely underrepresented in the HPC workforce. Addressing this gap requires accurate
metrics on the representation of women and its associated factors. The goal of this paper is to
provide current, broad and reproducible data on this gender gap. Specifically, this study provides in-
depth statistics on women's representation in HPC conferences, especially for authors of peer-
reviewed papers, who serve as the keystone for future advances in the field. To this end, we
analyzed participant data from nine HPC and HPC-related peer-reviewed conferences. In addition
to gender distributions, we looked at post-publication citation statistics of the papers and authors'
research experience, country and work sector.

Our main finding is that women represent only 10% of all HPC authors, with large geographical
variations and small variations by sector. Representation is particularly low at higher experience
levels. This 10% ratio is lower than even the 20-30% ratio in all computer science.

Best Paper Finalist: no
Best Student Paper Finalist: no



1:30 pm - 3:00 pm

Computational Fluid Dynamics

Session Description:

Preparing an Incompressible-Flow Fluid Dynamics Code for Exascale-Class Wind Energy
Simulations
Paul Mullowney (National Renewable Energy Laboratory (NREL)), Ruipeng Li (Lawrence Livermore
National Laboratory), Stephen Thomas (National Renewable Energy Laboratory (NREL)), Shreyas
Ananthan (National Renewable Energy Laboratory (NREL)), Ashesh Sharma (National Renewable
Energy Laboratory (NREL)), Jon Rood (National Renewable Energy Laboratory (NREL)), Alan B.
Williams (Sandia National Laboratories), Michael Sprague (National Renewable Energy Laboratory
(NREL))

The U.S. Department of Energy has identified exascale-class wind farm simulation as critical to
wind energy scientific discovery. A primary objective of the ExaWind project is to build high-
performance, predictive computational fluid dynamics (CFD) tools that satisfy these modeling
needs. GPU accelerators will serve as the computational thoroughbreds of next-generation,
exascale-class supercomputers. Here, we report on our efforts in preparing the ExaWind
unstructured mesh solver, Nalu-Wind, for exascale-class machines. For computing at this scale, a
simple port of the incompressible-flow algorithms to GPUs is insufficient. To achieve high
performance, one needs novel algorithms that are application aware, memory efficient, and
optimized for the latest-generation GPU devices. The result of our efforts are unstructured-mesh
simulations of wind turbines that can effectively leverage thousands of GPUs. In particular, we
demonstrate a first-of-its-kind, incompressible-flow simulation using Algebraic Multigrid solvers
that strong scales to more than 4000 GPUs on the Summit supercomputer.

Best Paper Finalist: no
Best Student Paper Finalist: no

Scalable Adaptive PDE Solvers in Arbitrary Domains
Kumar Saurabh (Iowa State University), Masado Ishii (University of Utah), Milinda Fernando
(University of Utah), Boshun Gao (Iowa State University), Kendrick Tan (Iowa State University),
Ming-Chen Hsu (Iowa State University), Adarsh Krishnamurthy (Iowa State University), Hari Sundar
(University of Utah), Baskar Ganapathysubramanian (Iowa State University)



Efficiently and accurately simulating partial differential equations (PDEs) in and around arbitrarily
defined geometries, especially with high levels of adaptivity, has significant implications for
different application domains. A key bottleneck in the above process is the fast construction of a
'good' adaptively-refined mesh. In this work, we present an efficient novel octree-based adaptive
discretization approach capable of carving out arbitrarily shaped void regions from the parent
domain: an essential requirement for fluid simulations around complex objects. Carving out objects
produces an incomplete octree. We develop efficient top-down and bottom-up traversal methods
to perform finite element computations on incomplete octrees. We validate the framework by
(a)showing appropriate convergence analysis and (b)computing the drag coefficient for flow past a
sphere for a wide range of Reynolds numbers (1-10^6) encompassing the drag-crisis regime.
Finally, we deploy the framework on a realistic geometry on a current project to evaluate COVID-19
transmission risk in classrooms.

Best Paper Finalist: no
Best Student Paper Finalist: no

A Next-Generation Discontinuous Galerkin Fluid Dynamics Solver with Application to High-
Resolution Lung Airflow Simulations
Martin Kronbichler (Technical University Munich; Uppsala University, Sweden), Niklas Fehn (Leibniz
Supercomputing Centre), Peter Munch (Technical University Munich, Helmholtz-Zentrum
Geesthacht), Maximilian Bergbauer (Technical University Munich), Karl-Robert Wichmann
(Technical University Munich, Ebenbuild GmbH), Carolin Geitner (Technical University Munich),
Momme Allalen (Leibniz Supercomputing Centre), Martin Schulz (Technical University Munich),
Wolfgang A. Wall (Technical University Munich)

We present a novel, highly scalable, and optimized solver for turbulent flows based on high-order
discontinuous Galerkin discretizations of the incompressible Navier-Stokes equations aimed to
minimize time-to-solution. The solver uses explicit-implicit time integration with variable step size.
The central algorithmic component is the matrix-free evaluation of discretized finite element
operators. The node-level performance is optimized by sum-factorization kernels for tensor-product
elements with unique algorithmic choices that reduce the number of arithmetic operations, improve
cache usage, and vectorize the arithmetic work across elements and faces. These ingredients are
integrated into a framework scalable to the massive parallelism of supercomputers by the use of
optimal-complexity linear solvers, such as mixed-precision, hybrid geometric-polynomial-algebraic
multigrid solvers for the pressure Poisson problem. The application problem under consideration
are fluid dynamical simulations of the human respiratory system under mechanical ventilation
conditions, using unstructured/structured adaptively refined meshes for geometrically complex
domains typical of biomedical engineering.



Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Cloud and Edge Computing

Session Description:

Understanding, Predicting and Scheduling Serverless Workloads Under Partial Interference
Laiping Zhao (Tianjin University, China), Yanan Yang (Tianjin University, China), Yiming Li (Tianjin
University, China), Xian Zhou (Tianjin University, China), Keqiu Li (Tianjin University, China)

Interference among distributed cloud applications can be classified into three types: full, partial and
zero. While prior research merely focused on full interference, the partial interference that occurs at
parts of applications is far more common yet still lacks in-depth study. Serverless computing that
structures applications into small-sized, short-lived functions further exacerbate partial
interference. We characterize the features of partial interference in serverless as exhibiting high
volatility, spatial-temporal variation, and propagation. Given these observations, we propose an
incremental learning predictor, named Gsight, which can achieve high precision by harnessing the
spatial-temporal overlap codes and profiles of functions via an end-to-end call path. Experimental
results show that Gsight can achieve an average error of 1.71%. Its convergence speed is at least
3x faster than that in a serverful system. A scheduling case study shows that the proposed method
can improve function density by >18.79% while guaranteeing the quality of service (QoS).

Best Paper Finalist: yes
Best Student Paper Finalist: no

Ribbon: Cost-Effective and QoS-Aware Deep Learning Model Inference Using a Diverse Pool of
Cloud Computing Instances
Baolin Li (Northeastern University), Rohan Roy (Northeastern University), Tirthak Patel
(Northeastern University), Vijay Gadepally (Massachusetts Institute of Technology (MIT) Lincoln
Laboratory), Karen Gettings (Massachusetts Institute of Technology (MIT) Lincoln Laboratory),
Devesh Tiwari (Northeastern University)

Deep learning model inference is a key service in many businesses and scientific discovery
processes. This paper introduces Ribbon, a novel deep learning inference serving system that
meets two competing objectives: quality-of-service (QoS) target and cost-effectiveness. The key



idea behind Ribbon is to intelligently employ a diverse set of cloud computing instances
(heterogeneous instances) to meet the QoS target and maximize cost savings. Ribbon devises a
Bayesian Optimization-driven strategy that helps users build the optimal set of heterogeneous
instances for their model inference service needs on cloud computing platforms -- and, Ribbon
demonstrates its superiority over existing approaches of inference serving systems using
homogeneous instance pools. Ribbon saves up to 16% of the inference service cost for different
learning models including emerging deep learning recommender system models and drug-
discovery enabling models.

Best Paper Finalist: no
Best Student Paper Finalist: no

The Hidden Cost of the Edge: A Performance Comparison of Edge and Cloud Latencies
Ahmed Ali-Eldin (Chalmers University of Technology, Sweden; University of Massachusetts,
Amherst), Bin Wang (University of Massachusetts, Amherst), Prashant Shenoy (University of
Massachusetts, Amherst)

Edge computing has emerged as a popular paradigm due to its ability to offer lower network
latencies to end-users. In this paper, we argue that despite its lower network latency, the resource-
constrained nature of the edge can result in higher end-to-end latency, especially at higher
utilizations, compared to cloud data centers. We study this edge performance inversion problem
through an analytic comparison of edge and cloud latencies and analyze conditions under which
the edge can yield worse performance than the cloud. For verification we conduct experimental
comparisons of the edge and the cloud latencies using a realistic application and real cloud
workloads. Our results show that the edge queuing delays can offset the benefits of lower network
latencies, and even result in performance inversion. We finally discuss practical implications of our
results and provide insights into how application designers/service providers should design edge
applications and systems to avoid these pitfalls.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Large Scale Neural Network Training: Part I

Session Description:



ET: Re-Thinking Self-Attention for Transformer Models on GPUs
Shiyang Chen (Stevens Institute of Technology), Shaoyi Huang (University of Connecticut), Santosh
Pandey (Stevens Institute of Technology), Bingbing Li (University of Connecticut), Guang R. Gao
(University of Delaware), Long Zheng (University of Delaware), Caiwen Ding (University of
Connecticut), Hang Liu (Stevens Institute of Technology)

Transformer-based deep learning models have become a ubiquitous vehicle driving a variety of
natural language processing (NLP) -related tasks beyond their accuracy ceiling. These models,
however, also suffer from two pronounced challenges, that is, gigantic model size and prolonged
turnaround time. To this end, we introduce E.T., which re-thinks self-attention computation
transformer models on GPUs with the following contributions: First, we introduce a novel self-
attention architecture, which encompasses two tailored self-attention operators with corresponding
sequence length-aware optimization, as well as operation reordering optimizations. Second, we
achieve tensor core aware weight pruning by revamping the existing pruning algorithms, as well as
designing new ones for transformers. This work goes further by introducing an attention-aware
adaptive pruning design. Taken together, we evaluate E.T. across a variety of benchmarks for
Transformer, BERTBASE and DistillBERT, where E.T. presents superior performance over the
mainstream projects, including the popular Nvidia Enterprise solutions; i.e., TensorRT and
FasterTransformer.

Best Paper Finalist: no
Best Student Paper Finalist: no

Parallel Construction of Module Networks
Ankit Srivastava (Georgia Institute of Technology), Sriram Chockalingam (Georgia Institute of
Technology), Maneesha Aluru (Georgia Institute of Technology), Srinivas Aluru (Georgia Institute of
Technology)

Module networks (MoNets) are a parameter-sharing specialization of Bayesian networks that are
used for reasoning about multidimensional entities with concerted interactions between groups of
variables. Construction of MoNets is compute-intensive, with sequential methods requiring months
for learning networks with a few thousand variables. In this paper, we present the first scalable
distributed-memory parallel solution for constructing MoNets by parallelizing Lemon-Tree, a widely
used sequential software. We demonstrate the scalability of our parallel method on a key
application of MoNets – the construction of genome-scale gene regulatory networks. Using 4096
cores, our parallel implementation constructs regulatory networks for 5,716 and 18,373 genes of
two model organisms in 24 minutes and 4.2 hours, compared to an estimated 49 and 1561 days
using Lemon-Tree for generating exactly the same networks, respectively. Our method is
application-agnostic and broadly applicable to the learning of high-dimensional MoNets for any of



its wide array of applications.

Best Paper Finalist: no
Best Student Paper Finalist: no

Chimera: Efficiently Training Large-Scale Neural Networks with Bidirectional Pipelines
Shigang Li (ETH Zürich), Torsten Hoefler (ETH Zürich)

Training large deep learning models at scale is very challenging. This paper proposes Chimera, a
novel pipeline parallelism scheme which combines bidirectional pipelines for efficiently training
large-scale models. Chimera is a synchronous approach and therefore no loss of accuracy, which is
more convergence-friendly than asynchronous approaches. Compared with the latest synchronous
pipeline approach, Chimera reduces the number of bubbles by up to 50%; benefiting from the
sophisticated scheduling of bidirectional pipelines, Chimera has a more balanced activation memory
consumption. Evaluations are conducted on Transformer based language models. For a GPT-2
model with 1.3 billion parameters running on 2,048 GPU nodes of the Piz Daint supercomputer,
Chimera improves the training throughput by 1.16x-2.34x over the state-of-the-art synchronous
and asynchronous pipeline approaches.

Best Paper Finalist: yes
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Application Performance Optimization

Session Description:

Bootstrapping In-Situ Workflow Auto-Tuning via Combining Performance Models of Component
Applications
Tong Shu (Southern Illinois University), Yanfei Guo (Argonne National Laboratory (ANL)), Justin
Wozniak (Argonne National Laboratory (ANL)), Xiaoning Ding (New Jersey Institute of Technology),
Ian Foster (Argonne National Laboratory (ANL), University of Chicago), Tahsin Kurc (Stony Brook
University)

In an in-situ workflow, multiple components such as simulation and analysis applications are
coupled with streaming data transfers. The multiplicity of possible configurations necessitates an
auto-tuner for workflow optimization. Existing auto-tuning approaches are computationally



expensive because many configurations must be sampled by running the whole workflow
repeatedly in order to train the auto-tuner surrogate model or otherwise explore the configuration
space. To reduce these costs, we instead combine the performance models of component
applications by exploiting the analytical workflow structure, selectively generating test
configurations to measure and guide the training of a machine learning workflow surrogate model.
Because the training can focus on well-performing configurations, the resulting surrogate model
can achieve high prediction accuracy for good configurations despite training with fewer total
configurations. Experiments with real applications demonstrate that our approach can identify
significantly better configurations than other approaches for a fixed computer time budget.

Best Paper Finalist: no
Best Student Paper Finalist: no

Meeting the Real-Time Challenges of Ground-Based Telescopes Using Low-Rank Matrix
Computations
Hatem Ltaief (King Abdullah University of Science and Technology (KAUST)), Jesse Cranney
(Australian National University), Damien Gratadour (Australian National University, Paris
Observatory), Yuxi Hong (King Abdullah University of Science and Technology (KAUST)), Laurent
Gatineau (NEC Corporation), David Keyes (King Abdullah University of Science and Technology
(KAUST))

Adaptive Optics (AO) is a technology that permits to measure and mitigate the distortion effects of
atmospheric turbulence on optical beams. AO must operate in a real-time environment by
controlling thousands of actuators to shape the surface of deformable mirrors deployed on ground-
based telescopes to compensate for the distortions. The command vectors that trigger how each
individual actuator should act to tilt a portion of the mirror are obtained from Matrix-Vector
Multiplications (MVM). We identify and leverage the data sparsity structure of these control
matrices coming from the MAVIS instruments for the European Southern Observatory's Very Large
Telescope. We provide performance evaluation on x86 and accelerator-based systems. We present
the impact of tile low-rank (TLR) matrix approximations on time-to-solution for the MVM and
assess the produced image quality. We achieve performance improvement up to two orders of
magnitude for TLR-MVM compared to regular dense MVM, while maintaining the image quality.

Best Paper Finalist: no
Best Student Paper Finalist: no

AgEBO-Tabular: Joint Neural Architecture and Hyperparameter Search with Autotuned Data-
Parallel Training for Tabular Data



Romain Egele (Ecole Polytechnique, France; Argonne National Laboratory (ANL)), Prasanna
Balaprakash (Argonne National Laboratory (ANL)), Isabelle Guyon (National Institute for Research
in Computer Science and Automation (Inria), France; University of Paris-Saclay), Venkatram
Vishwanath (Argonne National Laboratory (ANL)), Fangfang Xia (Argonne National Laboratory
(ANL)), Rick Stevens (Argonne National Laboratory (ANL)), Zhengying Liu (National Institute for
Research in Computer Science and Automation (Inria), France)

Developing high-performing predictive models for large tabular data sets is a challenging task.
Neural architecture search (NAS) is an AutoML approach that generates and evaluates multiple
neural networks (NNs) with different architectures concurrently to automatically discover a high-
performing model. A key issue in NAS, particularly for large data sets, is the large computation time
required to evaluate each generated architecture. While data-parallel training has the potential to
address this issue, a straightforward approach can result in significant loss of accuracy. To that end,
we develop AgEBO-Tabular, which combines Aging Evolution (AE) to search over neural
architectures and asynchronous Bayesian optimization (BO) to search over hyperparameters to
adapt data-parallel training. We evaluate the efficacy of our approach on the ECP-Candle
Benchmarks.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

State of the Practice

Session Description:

Non-Recurring Engineering (NRE) Best Practices: A Case Study with the NERSC/NVIDIA OpenMP
Contract
Christopher Daley (Lawrence Berkeley National Laboratory (LBNL)), Annemarie Southwell (NVIDIA
Corporation), Rahulkumar Gayatri (Lawrence Berkeley National Laboratory (LBNL)), Scott Biersdorff
(NVIDIA Corporation), Craig Toepfer (NVIDIA Corporation), Guray Ozen (NVIDIA Corporation),
Nicholas Wright (Lawrence Berkeley National Laboratory (LBNL))

The NERSC supercomputer, Perlmutter, consists of AMD CPUs and NVIDIA GPUs. NERSC users
expect to be able to use OpenMP to take advantage of the highly capable GPUs. This paper
describes how NERSC/NVIDIA constructed a Non-Recurring Engineering (NRE) contract to add
OpenMP GPU-offload support to the NVIDIA HPC compilers. The paper describes how the contract
incorporated the strengths of both parties and encouraged collaboration to improve the quality of



the final deliverable. We include our best practices and how this particular contract took into
account emerging OpenMP specifications, NERSC workload requirements and how to use OpenMP
most efficiently on GPU hardware. This paper includes OpenMP application performance results
obtained with the NVIDIA compilers distributed in the NVIDIA HPC SDK.

Best Paper Finalist: no
Best Student Paper Finalist: no

Minimizing Privilege for Building HPC Containers
Reid Priedhorsky (Los Alamos National Laboratory), R. Shane Canon (National Energy Research
Scientific Computing Center (NERSC), Lawrence Berkeley National Laboratory (LBNL)), Timothy
Randles (Los Alamos National Laboratory), Andrew J. Younge (Sandia National Laboratories)

HPC centers face increasing demand for software flexibility, and there is growing consensus that
Linux containers are a promising solution. However, existing container build solutions require root
privileges and cannot be used directly on HPC resources. This limitation is compounded as
supercomputer diversity expands and HPC architectures become more dissimilar from commodity
computing resources. Our analysis suggests this problem can best be solved with low-privilege
containers. We detail relevant Linux kernel features, propose a new taxonomy of container
privilege, and compare two open-source implementations: mostly-unprivileged rootless Podman
and fully-unprivileged Charliecloud. We demonstrate that low-privilege container build on HPC
resources works now and will continue to improve, giving normal users a better workflow to
securely and correctly build containers. Minimizing privilege in this way can improve HPC user and
developer productivity as well as reduce support workload for exascale applications.

Best Paper Finalist: no
Best Student Paper Finalist: no

Systematically Inferring I/O Performance Variability by Examining Repetitive Job Behavior
Emily Costa (Northeastern University), Tirthak Patel (Northeastern University), Benjamin Schwaller
(Sandia National Laboratories), James Brandt (Sandia National Laboratories), Devesh Tiwari
(Northeastern University)

Monitoring and analyzing I/O behaviors is critical to the efficient utilization of parallel storage
systems. Unfortunately, with increasing I/O requirements and resource contention, I/O performance
variability is becoming a significant concern. This paper investigates I/O behavior and performance
variability on a large-scale high-performance computing (HPC) system using a novel methodology
that identifies similarity across jobs from the same application leveraging an I/O characterization



tool and then, detects potential I/O performance variability across jobs of the same application. We
demonstrate and discuss how our unique methodology can be used to perform temporal and
feature analyses to detect interesting I/O performance variability patterns in production HPC
systems, and their implications for operating/managing large-scale systems.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

Networks

Session Description:

SEEC: Stochastic Escape Express Channel
Mayank Parasar (Georgia Institute of Technology), Natalie Enright Jerger (University of Toronto),
Paul Gratz (Texas A&M University), Joshua San Miguel (University of Wisconsin, Madison), Tushar
Krishna (Georgia Institute of Technology)

Allocating a free buffer before moving to the next router is a fundamental tenet for packet
movement in NoCs. There are two challenges, however. First, if there is a cyclic dependency among
the buffers, it can lead to deadlock. Second, if buffers are full of packets going towards congested
regions, other packets can get blocked. In this work, we introduce stochastic escape express
channels (SEEC). The network interfaces in SEEC send special tokens called seekers to find packets
destined for them and upgrade them to use a novel flow control called Free-Flow (FF). FF-packets
traverse the network minimally from link to link, bypassing routers (bufferlessly) to the destination.
Thus any deadlock in which an FF-packet was originally involved is guaranteed to break, without
requiring turn restrictions or extra VCs. We also present an extension called multi-SEEC (mSEEC)
that enables multiple simultaneous non-intersecting FF-packet traversals to further enhance
throughput.

Best Paper Finalist: yes
Best Student Paper Finalist: no

Flare: Flexible In-Network Allreduce
Daniele De Sensi (ETH Zürich), Salvatore Di Girolamo (ETH Zürich), Saleh Ashkboos (ETH Zürich),
Shigang Li (ETH Zürich), Torsten Hoefler (ETH Zürich)



The allreduce operation is one of the most commonly used communication routines in distributed
applications. To improve its bandwidth and to reduce network traffic, this operation can be
accelerated by offloading it to network switches, which aggregate the data received from the hosts
and send back the aggregated result. Existing solutions provide limited customization
opportunities, however, and might provide suboptimal performance when dealing with custom
operators and data types, with sparse data, or when reproducibility of the aggregation is a concern.
To deal with these problems, in this work we design a flexible programmable switch by using as a
building block PsPIN, a RISC-V architecture implementing the sPIN programming model. We then
design, model and analyze different algorithms for executing the aggregation on this architecture,
showing performance improvements compared to state-of-the-art approaches.

Best Paper Finalist: no
Best Student Paper Finalist: no

HatRPC: Hint-Accelerated Thrift RPC over RDMA
Tianxi Li (Ohio State University), Haiyang Shi (Ohio State University), Xiaoyi Lu (University of
California, Merced)

In this paper, we propose a novel hint-accelerated RPC framework based on Apache Thrift over
Remote Direct Memory Access (RDMA) protocols, called HatRPC. HatRPC adopts a hierarchical
hint design towards optimizing heterogeneous RPC services and functions. The proposed hint
design is composed of service-granularity and function-granularity hints for achieving varied
optimization goals and reduced design space for further optimizing the underneath RDMA
communication engine. The effectiveness and efficiency of HatRPC are validated and evaluated
with our proposed Apache Thrift Benchmarks (ATB), and an RDMA-enhanced commercial database
system. We also co-design a key-value store called HatKV with LMDB and evaluate it with YCSB
workload. Performance evaluations show that the proposed HatRPC approach can deliver up to
55% performance improvement for ATB benchmarks and up to 1.51x speedup for TPC-H queries
compared with vanilla Thrift over IPoIB. In addition, the co-designed HatKV can achieve up to
85.5% enhancement for YCSB workload.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

Hardware Efficient Deep Learning



Session Description:

APNN-TC: Accelerating Arbitrary Precision Neural Networks on Ampere GPU Tensor Cores
Boyuan Feng (University of California, Santa Barbara), Yuke Wang (University of California, Santa
Barbara), Tong Geng (Pacific Northwest National Laboratory (PNNL)), Ang Li (Pacific Northwest
National Laboratory (PNNL)), Yufei Ding (University of California, Santa Barbara)

Over the years, accelerating neural networks with quantization has been widely studied.
Unfortunately, prior efforts with diverse precisions (e.g., 1-bit weights and 2-bit activations) are
usually restricted by limited precision support on GPUs (e.g., int1 and int4). To break such
restrictions, we introduce the first Arbitrary Precision Neural Network framework (APNN-TC) to
fully exploit quantization benefits on Ampere GPU tensor cores. Specifically, APNN-TC first
incorporates a novel emulation algorithm to support arbitrary short bit-width computation with int1
compute primitives and XOR/AND Boolean operations. Second, APNN-TC integrates arbitrary
precision layer designs to efficiently map our emulation algorithm to tensor cores with novel
batching strategies and specialized memory organization. Third, APNN-TC embodies a novel
arbitrary precision NN design to minimize memory access across layers and further improve
performance. Extensive evaluations show that APNN-TC can achieve significant speedup over
CUTLASS kernels and various NN models, such as ResNet and VGG.

Best Paper Finalist: no
Best Student Paper Finalist: no

Edge-Based Hyperdimensional Learning System with Brain-Like Neural Adaptation
Zhuowen Zou (University of California, San Diego), Yeseong Kim (Daegu Institue of Science and
Technology, South Korea), Farhad Imani (University of Connecticut), Haleh Alimohamadi (University
of California, San Diego), Rosario Cammarota (Intel Labs), Mohsen Imani (University of California,
Irvine)

Hyperdimensional Computing (HDC) is a brain-inspired learning approach for efficient and robust
learning on today’s embedded devices. Encoding, or transforming the input data into high-
dimensional representation, is the key first step of HDC before performing a learning task. In this
paper, we have developed NeuralHD, a new HDC approach with a dynamic encoder for adaptive
learning. Inspired by human neural regeneration study in neuroscience, NeuralHD identifies
insignificant dimensions and regenerates those dimensions to enhance the learning capability and
robustness. We also present a scalable learning framework to distribute NeuralHD computation
over edge devices in IoT systems. Our solution enables edge devices capable of real-time learning
from both labeled and unlabeled data. Our evaluation on a wide range of practical classification
tasks shows that NeuralHD provides 5.7× and 6.1× (12.3× and 14.1×) faster and more energy-



efficient training as compared to the HD-based algorithms (DNNs) running on the same platform.

Best Paper Finalist: no
Best Student Paper Finalist: no

Dr. Top-k: Delegate-Centric Top-k Computation on GPUs
Anil Gaihre (Stevens Institute of Technology), Da Zheng (Johns Hopkins University), Scott Weitze
(Stevens Institute of Technology), Lingda Li (Brookhaven National Laboratory), Shuaiwen Leon
Song (University of Sydney, University of Washington), Caiwen Ding (University of Connecticut),
Xiaoye S. Li (Lawrence Berkeley National Laboratory (LBNL)), Hang Liu (Stevens Institute of
Technology)

Recent top-k computation efforts explore the possibility of revising various sorting algorithms to
answer top-k queries on GPUs. These endeavors, unfortunately, perform significantly more work
than needed. This paper introduces Dr. Top-k, a Delegate-centric top-k system on GPUs that can
reduce the top-k workloads significantly. Particularly, it contains three major contributions: First, we
introduce a comprehensive design of the delegate-centric concept, including maximum delegate,
delegate-based filtering, and β delegate mechanisms to help reduce the workload for top-k up to
more than 99%. Second, due to the difficulty and importance of deriving a proper subrange size, we
perform a rigorous theoretical analysis, coupled with thorough experimental validations to identify
the desirable subrange size. Third, we introduce four key system optimizations to enable fast multi-
GPU top-k computation. Taken together, this work constantly outperforms the state-of-the-art.

Best Paper Finalist: no
Best Student Paper Finalist: no

Wednesday, November 17th

10:30 am - 12:00 pm

Materials Science

Session Description:

Enabling Large-Scale Correlated Electronic Structure Calculations: Scaling the RI-MP2 Method on
Summit
Giuseppe Barca (Australian National University), Jorge Gálvez Vallejo (Iowa State University), David



Poole (Iowa State University), Melisa Alkan (Iowa State University), Ryan Stocks (Australian
National University), Alistair Rendell (Flinders University, Australia), Mark Gordon (Iowa State
University)

Second-order Möller-Plesset perturbation theory using the Resolution-of-the-Identity
approximation (RI-MP2) is a state-of-the-art approach to accurately estimate many-body electronic
correlation effects. This is critical for predicting the physicochemical properties of complex
molecular systems; however, the scale of these calculations is limited by their extremely high
computational cost. In this paper, a novel many-GPU algorithm and implementation of a molecular-
fragmentation-based RI-MP2 method are presented that enable correlated calculations on over
180,000 electrons and 45,000 atoms using up to the entire Summit supercomputer in 12 minutes.
The implementation demonstrates remarkable speedups with respect to other current GPU and
CPU codes, excellent strong scalability on Summit achieving 89.1% parallel efficiency on 4600
nodes, and shows nearly-ideal weak scaling up to 612 nodes. This work makes feasible ab initio
correlated quantum chemistry calculations on significantly larger molecular scales than before, with
a potential for major impact on progress in chemical, physical, biological and engineering sciences.

Best Paper Finalist: no
Best Student Paper Finalist: no

Accelerating All-Electron Ab Initio Simulation of Raman Spectra for Biological Systems
Honghui Shang (Institute of Computing Technology, Chinese Academy of Sciences), Fang Li
(National Supercomputing Center in Wuxi), Yunquan Zhang (Institute of Computing Technology,
Chinese Academy of Sciences), Ying Liu (Institute of Computing Technology, Chinese Academy of
Sciences), Libo Zhang (National Supercomputing Center in Wuxi), Mingchuan Wu (Institute of
Computing Technology, Chinese Academy of Sciences), Yangjun Wu (Institute of Computing
Technology, Chinese Academy of Sciences), Di Wei (Tsinghua University, China), Huimin Cui
(Institute of Computing Technology, Chinese Academy of Sciences), Xin Liu (National
Supercomputing Center in Wuxi), Fei Wang (Tsinghua University, China), Yuxi Ye (Institute of
Computing Technology, Chinese Academy of Sciences), Yingxiang Gao (Institute of Computing
Technology, Chinese Academy of Sciences), Shuang Ni (Laser Fusion Research Center, China
Academy of Engineering Physics), Xin Chen (National Supercomputing Center in Wuxi), Dexun
Chen (Tsinghua University, China)

Raman spectroscopy provides chemical and compositional information that can serve as a
structural fingerprint for various materials. Therefore, simulations of Raman spectra, including both
quantum perturbation analyses and ground-state calculations are of significant interest.

Highly accurate full quantum mechanical (QM) simulations of Raman spectra, however, have



previously been confined to small systems. For large systems such as biological materials, the
computational cost of full QM simulations is extremely high, and their extension to such systems
remains challenging. In the work described here, by employing robust new algorithms and
advances in implementation for the many-core architectures, we are able to perform fast, accurate
and massively parallel full ab initio simulations of the Raman spectra of biological systems with
excellent strong and weak scaling, thereby providing a starting point for applying QM approaches
to structural studies of such systems.

Best Paper Finalist: no
Best Student Paper Finalist: no

LMFF: Efficient and Scalable Layered Materials Force Field on Heterogeneous Many-Core
Processors
Ping Gao (Shandong University, National Supercomputing Center in Wuxi), Xiaohui Duan (Tsinghua
University, China; National Supercomputing Center in Wuxi), Jiaxu Guo (Jilin University, China;
National Supercomputing Center in Wuxi), Jin Wang (Tsinghua University, China), Zhenya Song
(First Institute of Oceanography and Key Laboratory of Marine Science and Numerical Modeling,
Ministry of Natural Resources), Lizhen Cui (Shandong University), Xiangxu Meng (Shandong
University), Xin Liu (National Supercomputing Center in Wuxi), Wusheng Zhang (Alkan University,
China; National Supercomputing Center in Wuxi), Ming Ma (Tsinghua University, China), Guohui Li
(Dalian Institute of Chemical Physics, Chinese Academy of Sciences), Dexun Chen (Tsinghua
University, China; National Supercomputing Center in Wuxi), Haohuan Fu (Tsinghua University,
China; National Supercomputing Center in Wuxi), Wei Xue (Tsinghua University, China; National
Supercomputing Center in Wuxi), Weiguo Liu (Shandong University, National Supercomputing
Center in Wuxi), Guangwen Yang (Tsinghua University, China; National Supercomputing Center in
Wuxi)

LAMMPS is one of the most popular molecular dynamic (MD) packages and is widely used in the
field of physics, chemistry and materials simulation. Layered Materials Force Field (LMFF) is our
expansion of the LAMMPS potential function based on the Tersoff and inter-layer potential (ILP)
force fields in LAMMPS. LMFF is designed to study layered materials such as graphene and boron
hexanitride. It is universal and does not depend on any platform. We have also carried out a series
of optimizations on LMFF and implemented SWLMFF. The optimization work is carried out on the
new generation of Sunway supercomputer, and the experiments show that our implementation is
efficient, scalable, and portable.

Best Paper Finalist: no
Best Student Paper Finalist: no



10:30 am - 12:00 pm

Accelerator Architectures

Session Description:

Hardware Acceleration of Tensor-Structured Multilevel Ewald Summation Method on
MDGRAPE-4A, a Special-Purpose Computer System for Molecular Dynamics Simulations
Gentaro Morimoto (RIKEN Center for Biosystems Dynamics Research), Yohei Koyama (RIKEN Center
for Biosystems Dynamics Research), Hao Zhang (Gusu Laboratory of Materials, Suzhou, China),
Teruhisa Komatsu (RIKEN Center for Biosystems Dynamics Research), Yousuke Ohno (RIKEN Center
for Biosystems Dynamics Research), Keigo Nishida (RIKEN Center for Biosystems Dynamics
Research), Itta Ohmura (RIKEN Center for Biosystems Dynamics Research), Hiroshi Koyama (RIKEN
Center for Biosystems Dynamics Research), Makoto Taiji (RIKEN Center for Biosystems Dynamics
Research)

We developed MDGRAPE-4A, a special-purpose computer system for molecular dynamics
simulations, consisting of 512 nodes of custom system-on-a-chip LSIs with dedicated processor
cores and interconnects designed to achieve strong scalability for biomolecular simulations. To
reduce the global communications required for the evaluation of Coulomb interactions, we
conducted a co-design of the MDGRAPE-4A and the novel algorithm, tensor-structured multilevel
Ewald summation method (TME), which produced hardware modules on the custom LSI circuit for
particle–grid operations and for grid–grid separable convolutions on a 3D torus network. We
implemented the convolution for the top-level grid potentials by using 3D FFTs on an FPGA, along
with an FPGA-based octree network to gather grid charges. The elapsed time for the long-range
part of Coulomb is 50 μs, which can mostly overlap with those for the short-range part, and the
additional cost is approximately 10 μs/step, which is only a 5% performance loss.

Best Paper Finalist: no
Best Student Paper Finalist: no

Accelerating Bandwidth-Bound Deep Learning Inference with Main-Memory Accelerators
Benjamin Y. Cho (University of Texas, Advanced Micro Devices (AMD) Inc), Jeageun Jung (University
of Texas), Mattan Erez (University of Texas)

Matrix-matrix multiplication operations (GEMMs) are important in many HPC and machine-learning
applications. They are often mapped to discrete accelerators (e.g., GPUs) to improve performance.
We find, however, that large tall/skinny and fat/short matrices benefit little from discrete



acceleration and also do not perform well on a CPU. Such matrices are prevalent in important
workloads, such as deep-learning inference within large-scale datacenters. We demonstrate the
large potential of accelerating these GEMMs with processing in the main CPU memory, where
processing-in-memory units (PIMs) take advantage of otherwise untapped bandwidth without
requiring data copies. We develop a novel GEMM execution flow and corresponding memory-side
address-generation logic that exploits GEMM locality and enables long-running PIM kernels
despite the complex address-mapping functions employed by the CPU. Our evaluation of recent
recommendation and language models shows that StepStone PIM outperforms a fast CPU and
prior main-memory acceleration approaches.

Best Paper Finalist: no
Best Student Paper Finalist: no

LCCG: A Locality-Centric Hardware Accelerator for High Throughput of Concurrent Graph
Processing
Jin Zhao (Huazhong University of Science and Technology), Yu Zhang (Huazhong University of
Science and Technology), Xiaofei Liao (Huazhong University of Science and Technology), Ligang He
(University of Warwick), Bingsheng He (National University of Singapore), Hai Jin (Huazhong
University of Science and Technology), Haikun Liu (Huazhong University of Science and
Technology)

In modern data centers, massive concurrent graph processing jobs are being processed on large
graphs. However, existing hardware/- software solutions suffer from irregular graph traversal and
intense resource contention. In this paper, we propose LCCG, a Locality-Centric programmable
accelerator that augments the many-core processor for achieving higher throughput of Concurrent
Graph processing jobs. Specifically, we develop a novel topology-aware execution approach into
the accelerator design to regularize the graph traversals for multiple jobs on-the-fly according to
the graph topology, which is able to fully consolidate the graph data accesses from concurrent jobs.
By reusing the same graph data among more jobs and coalescing the accesses of the vertices’
states for these jobs, LCCG can improve the core utilization. We conduct extensive experiments on
a simulated 64-core processor. The results show that LCCG improves the throughput of the
cutting-edge software system by 11.3-23.9 times with only 0.5% area cost.

Best Paper Finalist: no
Best Student Paper Finalist: no

10:30 am - 12:00 pm



File System

Session Description:

Simurgh: A Fully Decentralized and Secure NVMM User Space File System
Nafiseh Moti (Johannes Gutenberg University Mainz), Frederic Schimmelpfennig (Johannes
Gutenberg University Mainz), Reza Salkhordeh (Johannes Gutenberg University Mainz), David Klopp
(Johannes Gutenberg University Mainz), Toni Cortes (Polytechnic University of Catalonia), Ulrich
Rückert (Bielefeld University, Germany), André Brinkmann (Johannes Gutenberg University Mainz)

The availability of non-volatile main memory (NVMM) has started a new era for designing storage
systems. Designing NVMM-specific file systems is a significant step towards the integration of
NVMMs. Supporting millions of files with scalable metadata required by most data-intensive
applications is often hindered by the kernel storage stack's poor scalability and high footprint.
Moving the file systems to user space, however, can compromise security.

This paper introduces Simurgh, a hardware-assisted user space file system with decentralized
metadata management and allows secure metadata updates from within the user space. Simurgh
guarantees consistency, durability and ordering of updates without sacrificing scalability. Security is
enforced by only allowing NVMM access from protected user space functions, which can be
implemented through two proposed instructions. Comparisons with other NVMM file systems
show that Simurgh improves metadata performance up to 18x and application performance up to
89% compared to the second-fastest file system.

Best Paper Finalist: no
Best Student Paper Finalist: no

Lunule: An Agile and Judicious Metadata Load Balancer for CephFS
Yiduo Wang (University of Science and Technology of China (USTC)), Cheng Li (University of
Science and Technology of China (USTC)), Xinyang Shao (University of Science and Technology of
China (USTC)), Youxu Chen (University of Science and Technology of China (USTC)), Feng Yan
(University of Nevada, Reno), Yinlong Xu (University of Science and Technology of China (USTC))

To scale out the massive metadata access, the Ceph file system (CephFS) adopts a dynamic subtree
partitioning method, splitting the hierarchical namespace and distributing subtrees across multiple
metadata servers. This method suffers a severe imbalance problem, however; resulting in poor
performance mainly because of its inaccurate imbalance prediction, ignorance of workload
characteristics and unnecessary/invalid migration activities. To eliminate these inefficiencies, we
propose Lunule, a novel CephFS metadata load balancer, which employs an imbalance factor



model for accurately determining when to trigger re-balance and tolerating benign imbalanced
situations, and a workload-aware migration planner to appropriately select subtree migration
candidates. Compared to state-of-the-art baselines, Lunule achieves better load balance, increases
the metadata throughput by up to 315.8% and shortens the tail job completion time by up to
64.6% for four real-world workloads and their mixture, respectively. Additionally, Lunule is capable
of handling the metadata cluster expansion and the client workload growth.

Best Paper Finalist: no
Best Student Paper Finalist: no

DeltaFS: A Scalable No-Ground-Truth Filesystem For Massively-Parallel Computing
Qing Zheng (Carnegie Mellon University), Charles D. Cranor (Carnegie Mellon University), Gregory
R. Ganger (Carnegie Mellon University), Garth A. Gibson (Carnegie Mellon University), George
Amvrosiadis (Carnegie Mellon University), Bradley W. Settlemyer (Los Alamos National
Laboratory), Gary A. Grider (Los Alamos National Laboratory)

High-Performance Computing (HPC) is known for its use of massive concurrency. But it can be
challenging for a parallel filesystem's control plane to utilize cores when every client process must
globally synchronize and serialize its metadata mutations with those of other clients. We present
DeltaFS, a new paradigm for distributed filesystem metadata.

DeltaFS allows jobs to self-commit their namespace changes to logs, avoiding the cost of global
synchronization. Followup jobs selectively merge logs produced by previous jobs as needed, a
principle we term No Ground Truth which allows for efficient data sharing. By avoiding unnecessary
synchronization of metadata operations, DeltaFS improves metadata operation throughput up to
98x leveraging parallelism on the nodes where job processes run. This speedup grows as job size
increases. DeltaFS enables efficient inter-job communication, reducing overall workflow runtime by
significantly improving client metadata operation latency up to 49x and resource usage up to 52x.

Best Paper Finalist: no
Best Student Paper Finalist: yes

10:30 am - 12:00 pm

Distributed Training and Graphs

Session Description:



Distributed Multigrid Neural Solver on Megavoxel Domains
Aditya Balu (Iowa State University), Sergio Botelho (RocketML Inc), Biswajit Khara (Iowa State
University), Vinay Rao (RocketML Inc), Soumik Sarkar (Iowa State University), Chinmay Hegde (New
York University (NYU)), Adarsh Krishnamurthy (Iowa State University), Santi Adavani (RocketML
Inc), Baskar Ganapathysubramanian (Iowa State University)

We consider the distributed training of neural networks that serve as PDE solvers producing full
field outputs. We specifically consider neural solvers for the generalized 3D Poisson equation over
megavoxel domains. A scalable framework is presented that integrates two distinct advances. First,
we accelerate training a large model via a method analogous to the multigrid technique used in
numerical linear algebra. Here, the network is trained using a hierarchy of increasing resolution
inputs in sequence, analogous to the 'V’, 'W’, F', and 'Half-V' cycles used in multigrid approaches. In
conjunction with the multi-grid approach, we implement a distributed deep learning framework
which significantly reduces the time to solve. We show the scalability of this approach on both GPU
and CPU clusters. This approach is deployed to train a generalized 3D Poisson solver that scales
well to predict output full-field solutions up to the resolution of 512 x 512 x 512.

Best Paper Finalist: no
Best Student Paper Finalist: no

ElGA: Elastic and Scalable Dynamic Graph Analysis
Kasimir Gabert (Georgia Institute of Technology, Sandia National Laboratories), Kaan Sancak
(Georgia Institute of Technology), M. Yusuf Ozkaya (Georgia Institute of Technology), Ali Pinar
(Sandia National Laboratories), Umit V. Catalyurek (Amazon Web Services, Georgia Institute of
Technology)

Modern graphs are not only large, but rapidly changing. The rate of change can vary significantly
along with the computational cost. Existing distributed graph analysis systems have largely been
designed to operate on static graphs. Infrastructure changes in these systems need to occur when
the system is idle, which can result in significant wasted resources or the inability to cope with
changes.

We present ElGA, an elastic and scalable dynamic graph analysis system. Using a shared-nothing
architecture and consistent hashing, ElGA can scale elastically as the graph grows or more
computation is required. By applying sketches, we perform an edge partitioning of the graph where
high degree vertices can be split among multiple nodes. ElGA supports both synchronous and
asynchronous vertex-centric applications that operate in batches on a continuously changing graph.

We experimentally demonstrate that ElGA outperforms state-of-the-art static systems while



supporting client queries, elastic infrastructure changes, and dynamic algorithms.

Best Paper Finalist: no
Best Student Paper Finalist: no

Krill: A Compiler and Runtime System for Concurrent Graph Processing
Hongzheng Chen (Sun Yat-sen University, Guangzhou, China), Minghua Shen (Sun Yat-sen
University, Guangzhou, China), Nong Xiao (Sun Yat-sen University, Guangzhou, China), Yutong Lu
(Sun Yat-sen University, Guangzhou, China)

As a large number of emerging graph applications spread across different domains, the need for
processing massive concurrent graph jobs (CGJs) is increasing. However, existing graph processing
systems designed for a single job cannot efficiently tackle multiple CGJs, where they suffer from
interfering memory access patterns and inefficient property management. In this paper, we
introduce Krill, a compiler and runtime system for processing concurrent graph jobs. In the compiler,
we propose leveraging the property buffer to easily write and manage property data. In the runtime
system, we propose a novel technique named graph kernel fusion to reduce memory accesses,
which fuses all the jobs and processes them as a whole. Experimental results show our system
significantly reduces the number of memory accesses for CGJs by more than 6x compared with the
baseline, and achieves up to 7.67x speedup with 3.84x shorter response latency compared with
GraphM, the state-of-the-art graph system.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Tools and Modeling

Session Description:

Pilgrim: Scalable and (Near) Lossless MPI Tracing
Chen Wang (University of Illinois), Pavan Balaji (Facebook), Marc Snir (University of Illinois)

Traces of MPI communications are used by many performance analysis and visualization tools.
Storing exhaustive traces of large scale MPI applications is infeasible, due to their large volume.
Aggregated or lossy MPI traces are smaller, but provide much less information. In this paper, we
present Pilgrim, a near lossless MPI tracing tool that incurs moderate overheads and generates



small trace files at large scales, by using sophisticated compression techniques. Furthermore, for
codes with regular communication patterns, Pilgrim can store their traces in constant space
regardless of the problem size, the number of processors and the number of iterations. In
comparison with existing tools, Pilgrim preserves more information with less space in all programs
we tested.

Best Paper Finalist: no
Best Student Paper Finalist: no

Hybrid, Scalable, Trace-Driven Performance Modeling of GPGPUs
Yehia Arafa (New Mexico State University), Abdel-Hameed Badawy (New Mexico State University,
Los Alamos National Laboratory), Ammar ElWazir (New Mexico State University), Atanu Barai
(New Mexico State University), Ali Eker (State University of New York at Binghamton), Gopinath
Chennupati (Amazon Alexa), Nandakishore Santhi (Los Alamos National Laboratory), Stephan
Eidenbenz (Los Alamos National Laboratory)

In this paper, we present PPT-GPU, a scalable performance prediction toolkit for GPUs. PPT-GPU
achieves scalability through a hybrid high-level modeling approach where some computations are
extrapolated and multiple parts of the model are parallelized. The tool primary prediction models
use pre-collected memory and instructions traces of the workloads to accurately capture the
dynamic behavior of the kernels.

PPT-GPU reports an extensive array of GPU performance metrics accurately while being easily
extensible. We use a broad set of benchmarks to verify predictions accuracy. We compare the
results against hardware metrics collected using vendor profiling tools and cycle-accurate
simulators. The results show that the performance predictions are highly correlated to the actual
hardware (MAPE: < 16% and Correlation: > 0.98). Moreover, PPT-GPU is orders of magnitude
faster than cycle-accurate simulators. This comprehensiveness of the collected metrics can guide
architects and developers to perform design space explorations.

Best Paper Finalist: no
Best Student Paper Finalist: no

G-SEPM: Building an Accurate and Efficient Soft Error Prediction Model for GPGPUs
Hengshan Yue (Jilin University, China), Xiaohui Wei (Jilin University, China), Guangli Li (Institute of
Computing Technology, Chinese Academy of Sciences), Jianpeng Zhao (Jilin University, China), Nan
Jiang (Jilin University, China), Jingweijia Tan (Jilin University, China)



As GPUs become ubiquitous in large-scale HPC systems, ensuring the reliable execution of such
systems in the presence of soft errors is increasingly essential. To assess GPGPU programs'
resilience toward soft errors, researchers rely on Random Fault Injection (FI) method. However, it is
prohibitively expensive to obtain a statistically significant resilience profile and not suitable for
identifying all the critical bits of GPGPU programs.

To address these challenges, in this work, we build a GPGPU-based Soft Error Prediction Model (G-
SEPM) to estimate fault site resiliency. We observe that the instruction-type, bit-position, bit-flip
direction, and error propagation chain have capabilities to characterize fault site resiliency.
Leveraging these heuristic features, G-SEPM drives out the machine learning model to reveal the
hidden interactions among fault site resiliency and our proposed features. Experimental results
demonstrate that G-SEPM achieves high accuracy for fault site error estimation and critical bit
identification while introducing negligible overhead.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Performance Studies

Session Description:

Single-Node Partitioned-Memory for Huge Graph Analytics: Cost and Performance Trade-Offs
Sayan Ghosh (Pacific Northwest National Laboratory (PNNL)), Nathan Tallent (Pacific Northwest
National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest National Laboratory (PNNL),
Washington State University), Mahantesh Halappanavar (Pacific Northwest National Laboratory
(PNNL), Washington State University), Ramesh Peri (Facebook), Ananth Kalyanaraman
(Washington State University, Pacific Northwest National Laboratory (PNNL))

Because of cost, non-volatile memory NVDIMMs such as Intel Optane are attractive in single-node
big-memory systems. We evaluate performance and cost trade-offs when using Optane as volatile
memory for huge-graph analytics. We study two scalable graph applications with different work
locality, access patterns and parallelism. We evaluate single and partitioned address spaces;
Memory and AppDirect modes; and compare with distributed executions on GPU-accelerated and
CPU-based supercomputers.

We show that AppDirect can perform and scale better than Memory for the largest working sets
(12%), even when dominated by irregular access patterns, if most accesses are NUMA-local and



Optane accesses are frequently reads. Surprisingly, between Memory and AppDirect, processor-
cache performance can change due to line invalidations; updates to the caching policy (via non-
temporal hints) can make a 25% improvement. We observe that single-node graph analytics
frequently has >4–10x cost/performance advantages over distributed-memory executions on
supercomputers.

Best Paper Finalist: no
Best Student Paper Finalist: no

Accelerating Applications using Edge Tensor Processing Units
Kuan-Chieh Hsu (University of California, Riverside), Hung-Wei Tseng (University of California,
Riverside)

Neural network (NN) accelerators have been integrated into a wide range of computer systems. NN
accelerators provide native hardware support for operations on multidimensional tensor data.
Therefore, NN accelerators are theoretically tensor processors that can improve system
performance for any problem using tensors as inputs and outputs.

This paper introduces General-Purpose Computing on Tensor Processing Units (GPTPU), an open-
source, open-architecture framework that allows the developer and research communities to
discover opportunities that NN accelerators enable for applications. GPTPU includes a powerful
programming interface with efficient runtime system-level support; similar to that of CUDA and
OpenCL in GPGPU computing; to bridge the gap between application demands and mismatched
hardware/software interfaces.

We built GPTPU machine using Edge Tensor Processing Units (Edge TPUs). By leveraging the
underlying Edge TPUs to perform main compute kernels, our results reveal that GPTPU achieves a
2.06× speedup over high-end CPUs and reduces energy consumption by 90%.

Best Paper Finalist: no
Best Student Paper Finalist: no

Enabling and Scaling the HPCG Benchmark on the Newest Generation Sunway Supercomputer
with 42 Million Heterogeneous Cores
Qianchao Zhu (Center for Data Science, Peking University), Hao Luo (School of Mathematical
Sciences, Peking University), Chao Yang (School of Mathematical Sciences, Peking University;
National Engineering Laboratory for Big Data Analysis and Applications, Peking University),
Mingshuo Ding (School of Electronics Engineering and Computer Science, Peking University),



Wanwang Yin (National Research Center of Parallel Computer Engineering and Technology, China),
Xinhui Yuan (National Research Center of Parallel Computer Engineering and Technology, China)

We study and evaluate performance optimization techniques for the HPCG benchmark on the
newest generation Sunway supercomputer. Specifically, a two-level blocking scheme is proposed
to expose adequate parallelism in the symmetric Gauss-Seidel kernel while keeping a fast
convergence rate; a fine-grained kernel fusion technique is developed to alleviate the bandwidth
load on local storage with small capacity; and a low overhead thread collaboration method is
presented to efficiently move data between threads and hide its cost with data transfer operations.
Test results show that the optimized HPCG code is able to exploit 73.0% of the theoretical memory
bandwidth, and scale to over 42 million heterogeneous cores with 95.5% weak-scaling efficiency
and 5.91 PFLOPS performance. We also study how the performance can be improved if the specific
rules of HPCG are not fully obeyed, and design dependency-preserving parallelization and
vectorization methods, further boosting performance to 27.6 PFLOPS.

Best Paper Finalist: yes
Best Student Paper Finalist: yes

1:30 pm - 3:00 pm

Large Scale Neural Network Training: Part II

Session Description:

Efficient Large-Scale Language Model Training on GPU Clusters Using Megatron-LM
Deepak Narayanan (Stanford University), Mohammad Shoeybi (NVIDIA Corporation), Jared Casper
(NVIDIA Corporation), Patrick LeGresley (NVIDIA Corporation), Mostofa Patwary (NVIDIA
Corporation), Vijay Anand Korthikanti (NVIDIA Corporation), Dmitri Vainbrand (NVIDIA Corporation),
Prethvi Kashinkunti (NVIDIA Corporation), Julie Bernauer (NVIDIA Corporation), Bryan Catanzaro
(NVIDIA Corporation), Amar Phanishayee (Microsoft Research), Matei Zaharia (Stanford University)

Large language models have led to state-of-the-art accuracies across several tasks. However,
training these models efficiently is challenging because: a) GPU memory capacity is limited, making
it impossible to fit large models on even a multi-GPU server, and b) the number of compute
operations required can result in unrealistically long training times. Consequently, new methods of
model parallelism such as tensor and pipeline parallelism have been proposed. Unfortunately,
naive usage of these methods leads to scaling issues at thousands of GPUs. In this paper, we show
how tensor, pipeline, and data parallelism can be composed to scale to thousands of GPUs. We
propose a novel interleaved pipelining schedule that can improve throughput by 10+% with



memory footprint comparable to existing approaches. Our approach allows us to perform training
iterations on a model with 1 trillion parameters at 502 petaFLOP/s on 3072 GPUs (per-GPU
throughput of 52% of theoretical peak).

Best Paper Finalist: no
Best Student Paper Finalist: yes

ZeRO-Infinity: Breaking the GPU Memory Wall for Extreme Scale Deep Learning
Samyam Rajbhandari (Microsoft Corporation), Olatunji Ruwase (Microsoft Corporation), Jeff Rasley
(Microsoft Corporation), Shaden Smith (Microsoft Corporation), Yuxiong He (Microsoft Corporation)

We present ZeRO-Infinity, a novel heterogeneous system technology that leverages GPU, CPU and
NVMe memory to allow for unprecedented model scale on limited resources without requiring
model code refactoring. At the same time it achieves excellent training throughput and scalability,
unencumbered by the limited CPU or NVMe bandwidth. ZeRO-Infinity can fit models with tens and
even hundreds of trillions of parameters for training on current generation GPU clusters. It can be
used to fine-tune trillion parameter models on a single NVIDIA DGX-2 node, making large models
more accessible. In terms of training throughput and scalability, it sustains over 25 petaFLOPS on
512 NVIDIA V100 GPUs (40% of peak), while also demonstrating superlinear scalability.

Best Paper Finalist: no
Best Student Paper Finalist: no

FedAT: A High-Performance and Communication-Efficient Federated Learning System with
Asynchronous Tiers
Zheng Chai (George Mason University), Yujing Chen (George Mason University), Ali Anwar (IBM
Research, Almaden), Liang Zhao (Emory University), Yue Cheng (George Mason University), Huzefa
Rangwala (George Mason University)

Federated learning (FL) involves training a model over massive distributed devices, while keeping
the training data localized and private. This form of collaborative learning exposes new tradeoffs
among model convergence speed, model accuracy, balance across clients and communication cost,
with new challenges including the straggler problem and communication bottleneck. To address
these issues, we present FedAT, a novel federated learning system with asynchronous tiers. FedAT
synergistically combines synchronous, intra-tier training and asynchronous, cross-tier training. By
bridging the synchronous and asynchronous training through tiering, FedAT minimizes the straggler
with improved test accuracy. FedAT uses a weighted aggregation heuristic to balance the training
across clients for further accuracy improvement. FedAT compresses uplink and downlink



communications using an efficient compression algorithm, which minimizes the communication
cost. Results show that FedAT improves the prediction performance by up to 21.09% and reduces
the communication cost by up to 8.5x, compared to state-of-the-art FL methods.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

High-Performance Numerical Methods

Session Description:

Reverse-Mode Automatic Differentiation and Optimization of GPU Kernels via Enzyme
William S. Moses (Massachusetts Institute of Technology (MIT)), Valentin Churavy (Massachusetts
Institute of Technology (MIT)), Ludger Paehler (Technical University Munich), Jan Hückelheim
(Argonne National Laboratory (ANL)), Sri Hari Krishna Narayanan (Argonne National Laboratory
(ANL)), Michel Schanen (Argonne National Laboratory (ANL)), Johannes Doerfert (Argonne National
Laboratory (ANL))

Derivatives are key to algorithms in scientific computing and machine learning such as optimization,
uncertainty quantification, and stability analysis. Enzyme is a LLVM compiler plugin for reverse-
mode automatic differentiation (AD) and thus generates fast gradients of programs in a variety of
languages, including C/C++, Fortran, Julia, and Rust. Our paper presents a combination of novel
techniques that make Enzyme the first automatic reverse-mode AD tool to generate gradients of
GPU kernels. As Enzyme differentiates within a general-purpose compiler, we are able to introduce
novel GPU and AD-specific optimizations. We differentiate five GPU-based HPC applications,
executed on NVIDIA and AMD GPUs. All benchmarks run within an order of magnitude of the
original program's runtime. Without GPU and AD-specific optimizations, gradients of GPU kernels
either fail to run from a lack of resources or have infeasible overhead. We show that increasing the
problem size does not substantially impact the overhead from differentiation.

Best Paper Finalist: no
Best Student Paper Finalist: yes

Overcoming Barriers to Scalability in Variational Quantum Monte Carlo
Tianchen Zhao (University of Michigan), Brian Chen (University of Michigan), Saibal De (University
of Michigan), James Stokes (Flatiron Institute), Shravan Veerapaneni (University of Michigan,



Flatiron Institute)

The variational quantum Monte Carlo (VQMC) method received significant attention in the recent
past because of its ability to overcome the curse of dimensionality inherent in many-body quantum
systems. Close parallels exist between VQMC and the emerging hybrid quantum-classical
computational paradigm of variational quantum algorithms. VQMC overcomes the curse of
dimensionality by performing alternating steps of Monte Carlo sampling from a parametrized
quantum state followed by gradient-based optimization.

While VQMC has been applied to solve high-dimensional problems, it is known to be difficult to
parallelize, primarily owing to the Markov Chain Monte Carlo (MCMC) sampling step. In this work,
we explore the scalability of VQMC when autoregressive models, with exact sampling, are used in
place of MCMC. This approach can exploit distributed-memory, shared-memory and/or GPU
parallelism in the sampling task without any bottlenecks. In particular, we demonstrate the GPU-
scalability of VQMC for solving up to ten-thousand dimensional combinatorial optimization
problems.

Best Paper Finalist: no
Best Student Paper Finalist: no

3D Acoustic-Elastic Coupling with Gravity: The Dynamics of the 2018 Palu, Sulawesi Earthquake
and Tsunami
Lukas Krenz (Technical University Munich), Carsten Uphoff (Ludwig Maximilian University of
Munich), Thomas Ulrich (Ludwig Maximilian University of Munich), Alice-Agnes Gabriel (Ludwig
Maximilian University of Munich), Lauren S. Abrahams (Stanford University), Eric M. Dunham
(Stanford University), Michael Bader (Technical University Munich)

We present a highly scalable 3D fully-coupled Earth and ocean model of earthquake rupture and
tsunami generation. We model seismic, acoustic and surface gravity wave propagation in elastic
(Earth) and acoustic (ocean) materials sourced by physics-based non-linear earthquake dynamic
rupture. Complicated geometries, including high-resolution bathymetry, coastlines and segmented
earthquake faults are discretized by adaptive unstructured tetrahedral meshes. A Discontinuous
Galerkin discretization with ADER local time-stepping (ADER-DG) yields petascale computational
efficiency and high-order accuracy in time and space.

We compare the 3D fully-coupled approach to a benchmark problem for 3D-2D linked models that
use 2D shallow-water modeling. We present a large-scale fully-coupled model of the 2018
Sulawesi events that links the dynamics from supershear earthquake faulting to elastic and
acoustic waves in Earth and ocean to tsunami gravity wave propagation in the narrow Palu Bay.



And we demonstrate scalability and performance of the MPI+OpenMP parallelization on three
petascale supercomputers.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

Systems Software (1)

Session Description:

In-Depth Analyses of Unified Virtual Memory System for GPU Accelerated Computing
Tyler Allen (Clemson University), Rong Ge (Clemson University)

The abstraction of a shared memory space over separate CPU and GPU memory domains has
eased the burden of portability for many HPC codebases at the cost of moderate-to-high
performance overhead. NVIDIA Unified Virtual Memory (UVM) is the primary real-world
implementation of such abstraction and offers a testbed for a novel in-depth performance study for
both UVM and future Linux Heterogeneous Memory Management (HMM) compatible systems.

In this paper, we take a deep dive into the UVM system architecture. We reveal specific GPU
hardware limitations using targeted benchmarks to uncover driver functionality as a real-time
system. We further provide a quantitative evaluation of fault handling for various applications and
scenarios. We find that the driver workload is dependent on the interactions among application
access patterns, GPU hardware constraints, and Host OS components. We determine that the cost
of host OS components is significant and present across implementations, warranting close
attention.

Best Paper Finalist: no
Best Student Paper Finalist: no

Paths to OpenMP in the Kernel
Jiacheng Ma (Northwestern University), Wenyi Wang (Northwestern University), Aaron Nelson
(Northwestern University), Michael Cuevas (Northwestern University), Brian Homerding
(Northwestern University), Conghao Liu (Illinois Institute of Technology), Zhen Huang
(Northwestern University), Simone Campanoni (Northwestern University), Kyle Hale (Illinois
Institute of Technology), Peter Dinda (Northwestern University)



OpenMP implementations make increasing demands on the kernel. We take the next step and
consider bringing OpenMP into the kernel. Our vision is that the entire OpenMP application, run-
time system, and a kernel framework are interwoven to become the kernel, allowing the OpenMP
implementation to take full advantage of the hardware in a custom manner. We compare and
contrast three approaches to achieving this goal. The first, run-time in kernel (RTK), ports the
OpenMP runtime to the kernel, allowing any kernel code to use OpenMP pragmas. The second,
process in kernel (PIK), adds a specialized process abstraction for running user-level OpenMP code
within the kernel. The third, custom compilation for kernel (CCK), compiles OpenMP into a form that
leverages the kernel framework without any intermediaries. We describe the design and
implementation of these approaches, and evaluate them using NAS and other benchmarks.

Best Paper Finalist: no
Best Student Paper Finalist: no

Index Launches: Scalable, Flexible Representation of Parallel Task Groups
Rupanshu Soi (Birla Institute of Technology and Science Pilani, Hyderabad Campus), Michael Bauer
(NVIDIA Corporation), Sean Treichler (NVIDIA Corporation), Manolis Papadakis (NVIDIA
Corporation), Wonchan Lee (NVIDIA Corporation), Patrick McCormick (Los Alamos National
Laboratory), Alex Aiken (Stanford University), Elliott Slaughter (SLAC National Accelerator
Laboratory)

It's common to see specialized language constructs in modern task-based programming systems
for reasoning about groups of independent tasks intended for parallel execution. However, most
systems use an ad-hoc representation that limits expressiveness and often overfits for a given
application domain. We introduce index launches, a scalable and flexible representation of a group
of tasks. Index launches use a flexible mechanism to indicate the data required for a given task,
allowing them to be used for a much broader set of use cases while maintaining an efficient
representation. We present a hybrid design for index launches, involving static and dynamic
program analyses, along with a characterization of how they're used in Legion and Regent, and
show how they generalize constructs found in other task-based systems. Finally, we present
results of scaling experiments which demonstrate that index launches are crucial for the efficient
distributed execution of several scientific codes in Regent.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm



High performance Graph Algorithms

Session Description:

TriPoll: Computing Surveys of Triangles in Massive-Scale Temporal Graphs with Metadata
Trevor Steil (Lawrence Livermore National Laboratory), Tahsin Reza (Lawrence Livermore National
Laboratory), Keita Iwabuchi (Lawrence Livermore National Laboratory), Benjamin W. Priest
(Lawrence Livermore National Laboratory), Geoffrey Sanders (Lawrence Livermore National
Laboratory), Roger Pearce (Lawrence Livermore National Laboratory)

Understanding the higher-order interactions within network data is a key objective of network
science. Surveys of metadata triangles (or patterned 3-cycles in metadata-enriched graphs) are
often of interest in this pursuit. In this work, we develop TriPoll, a prototype distributed HPC system
capable of surveying triangles in massive graphs containing metadata on their edges and vertices.
We contrast our approach with much of the prior effort on triangle analysis, which often focuses on
simple triangle counting, usually in simple graphs with no metadata. We assess the scalability of
TriPoll when surveying triangles involving metadata on real and synthetic graphs with up to
hundreds of billions of edges.We utilize communication-reducing optimizations to demonstrate a
triangle counting task on a 224 billion edge web graph in approximately half of the time of
competing approaches, while additionally supporting metadata-aware capabilities.

Best Paper Finalist: no
Best Student Paper Finalist: no

Discovering and Balancing Fundamental Cycles in Large Signed Graphs
Ghadeer Alabandi (Texas State University), Jelena Tešić (Texas State University), Lucas Rusnak
(Texas State University), Martin Burtscher (Texas State University)

Computing consensus states via global sign balancing is a key step in social network analysis. This
paper presents graphB+, a fast algorithm for balancing signed graphs based on a new vertex and
edge labeling technique, and a parallel implementation thereof for rapidly detecting and balancing
all fundamental cycles. The main benefits of graphB+ are that the labels can be computed with
linear time complexity, only require a linear amount of memory, and that the running time for
balancing a cycle is linear in the length of the cycle times the vertex degrees but independent of the
size of the graph. We parallelized graphB+ using OpenMP and CUDA. It takes 0.85 seconds on a
Titan V GPU to balance the signs on the edges of an Amazon graph with 10 million vertices and 22
million edges, amounting to over 14 million fundamental cycles identified, traversed, and balanced
per second.



Best Paper Finalist: no
Best Student Paper Finalist: no

cuTS: Scaling Subgraph Isomorphism on Distributed Multi-GPU Systems Using Trie Based Data
Structure
Lizhi Xiang (Washington State University), Ariful Khan (Pacific Northwest National Laboratory
(PNNL)), Edoardo Serra (Boise State University), Mahantesh M. Halappanavar (Pacific Northwest
National Laboratory (PNNL)), Aravind Sukumaran-Rajam (Washington State University)

Subgraph isomorphism is a pattern-matching algorithm widely used in many domains such as
chem-informatics, bioinformatics, databases, and social network analysis. It is computationally
expensive and is a proven NP-hard problem. The massive parallelism in GPUs is well suited for
solving subgraph isomorphism. However, current GPU implementations are far from the achievable
performance. Moreover, the enormous memory requirement of current approaches limits the
problem size that can be handled. This work analyzes the fundamental challenges associated with
processing subgraph isomorphism on GPUs and develops an efficient GPU implementation. We
also develop a GPU-friendly trie-based data structure to drastically reduce the intermediate storage
space requirement, enabling large benchmarks to be processed. We also develop the first
distributed sub-graph isomorphism algorithm for GPUs. Our experimental evaluation demonstrates
the efficacy of our approach by comparing the execution time and number of cases that can be
handled against the state-of-the-art GPU implementations.

Best Paper Finalist: yes
Best Student Paper Finalist: yes

Thursday, November 18th

10:30 am - 12:00 pm

Linear and Multilinear Algebra and Applications

Session Description:

On the Parallel I/O Optimality of Linear Algebra Kernels: Near-Optimal Matrix Factorizations
Grzegorz Kwasniewski (ETH Zürich), Marko Kabić (Swiss National Supercomputing Centre (CSCS),
ETH Zürich), Tal Ben-Nun (ETH Zürich), Alexandros Nikolaos Ziogas (ETH Zürich), Jens Eirik Saethre
(ETH Zürich), André Gaillard (ETH Zürich), Timo Schneider (ETH Zürich), Maciej Besta (ETH Zürich),



Anton Kozhevnikov (Swiss National Supercomputing Centre (CSCS), ETH Zürich), Joost
VandeVondele (Swiss National Supercomputing Centre (CSCS), ETH Zürich), Torsten Hoefler (ETH
Zürich)

Matrix factorizations are among the most important building blocks of scientific computing. State-
of-the-art libraries, however, are not communication-optimal, underutilizing current parallel
architectures. We present novel algorithms for Cholesky and LU factorizations that utilize an
asymptotically communication-optimal 2.5D decomposition. We first establish a theoretical
framework for deriving parallel I/O lower bounds for linear algebra kernels, and then utilize its
insights to derive Cholesky and LU schedules, both communicating N^3/(P*sqrt(M)) elements per
processor, where M is the local memory size. The empirical results match our theoretical analysis:
our implementations communicate significantly less than Intel MKL, SLATE and the asymptotically
communication-optimal CANDMC and CAPITAL libraries. Our code outperforms these state-of-
the-art libraries in almost all tested scenarios, with matrix sizes ranging from 2048 to 262,144 on
up to 512 CPU nodes of the Piz Daint supercomputer, decreasing the time-to-solution by up to
three times. Our code is ScaLAPACK-compatible and available as an open-source library.

Best Paper Finalist: no
Best Student Paper Finalist: no

STM-Multifrontal QR: Streaming Task Mapping Multifrontal QR Factorization Empowered by GCN
Shengle Lin (Hunan University), Wangdong Yang (Hunan University), Haotian Wang (Hunan
University), Qinyun Tsai (Hunan University), Kenli Li (Hunan University)

Multifrontal QR algorithm, which consists of symbolic analysis and numerical factorization, is a
high-performance algorithm for orthogonal factorizing sparse matrix. In this work, a graph
convolutional network (GCN) for adaptively selecting the optimal reordering algorithm is proposed
in symbolic analysis. Using our GCN adaptive classifier, the average numerical factorization time is
reduced by 20.78% compared with the default approach, and the additional memory overhead is
approximately 4% higher than that of prior work. Moreover, for numerical factorization, an
optimized tasks stream parallel processing strategy is proposed, and a more efficient computing
task mapping framework for NUMA architecture is adopted in this paper, which is called STM-
Multifrontal QR factorization. Numerical experiments on the TaiShan Server show average
performance gains of 1.22x over the original SuiteSparseQR. Nearly 80% of datasets have
achieved better performance compared with the MKL sparse QR on Intel Xeon 6248.

Best Paper Finalist: no
Best Student Paper Finalist: no



LibShalom: Optimizing Small and Irregular-Shaped Matrix Multiplications on ARMv8 Multi-Cores
Weiling Yang (National University of Defense Technology (NUDT), China), Jianbin Fang (National
University of Defense Technology (NUDT), China), Dezun Dong (National University of Defense
Technology (NUDT), China), Xing Su (National University of Defense Technology (NUDT), China),
Zheng Wang (University of Leeds)

General matrix multiplication (GEMM) is a key subroutine in high-performance computing. While
the existing BLAS libraries can obtain near peak hardware performance on large GEMM, they
deliver low performance on small and irregularly-shaped GEMM. We propose and implement an
algorithm for small and irregularly-shaped GEMM, which can effectively reduce the overhead of
packing operation. In addition, we also propose a novel parallelization method to tap the computing
potential of multi-core CPUs. Our work achieves high hardware utilization through a series of
optimizations. Our experiments show that on ARMv8-based processors, LibShalom can achieve
about a 1.05x - 3x performance speedup over mainstream BLAS libraries, including OpenBLAS,
ARMPL, BLIS, LIBXSMM and BALSFEO.

Best Paper Finalist: no
Best Student Paper Finalist: no

10:30 am - 12:00 pm

HPC and Applications

Session Description:

TensorKMC: Kinetic Monte Carlo Simulation of 50 Trillion Atoms Driven by Deep Learning on a New
Generation of Sunway Supercomputer
Honghui Shang (Institute of Computing Technology, Chinese Academy of Sciences), Xin Chen
(Institute of Applied Physics and Computational Mathematics), Xingyu Gao (Institute of Applied
Physics and Computational Mathematics), Rongfen Lin (Tsinghua University, China), Lifang Wang
(Institute of Applied Physics and Computational Mathematics), Fang Li (National Supercomputing
Center in Wuxi), Qian Xiao (National Supercomputing Center in Wuxi), Qiang Sun (National
Supercomputing Center in Wuxi), Lei Xu (Institute of Computing Technology, Chinese Academy of
Sciences), Leilei Zhu (University of Science and Technology of China), Fei Wang (Tsinghua
University, China), Yunquan Zhang (Institute of Computing Technology, Chinese Academy of
Sciences), Haifeng Song (Institute of Applied Physics and Computational Mathematics)

The atomic dynamics Monte Carlo (AKMC) method has played an important role in the multi-scale



physical simulation; it is the bridge connecting the micro and macro worlds. Its accuracy is limited,
however, by the empirical potentials. In this work, we propose a vacancy-centered tabulation
algorithm to efficiently integrate ab initio fitted neural network potentials (NNPs) with AKMC. We
port this to SW26010-pro and optimize the neural network work potentials with big fusion
strategy for the new Sunway heterogenous computing units. We further optimize the memory
usage to make TensorKMC capable of simulating up to 50 trillion atoms. TensorKMC can achieve
excellent strong scaling performance using up to 24,960,000 cores, and linear weak scaling using
up to 27,456,400 cores.

Best Paper Finalist: no
Best Student Paper Finalist: no

High-Throughput Virtual Screening of Small Molecule Inhibitors for SARS-CoV-2 Protein Targets
with Deep Fusion Models
Garrett A. Stevenson (Lawrence Livermore National Laboratory), Derek Jones (Lawrence Livermore
National Laboratory), Hyojin Kim (Lawrence Livermore National Laboratory), W.F. Drew Bennett
(Lawrence Livermore National Laboratory), Brian J. Bennion (Lawrence Livermore National
Laboratory), Monica Borucki (Lawrence Livermore National Laboratory), Feliza Bourguet (Lawrence
Livermore National Laboratory), Aidan Epstein (Lawrence Livermore National Laboratory),
Magdalena Franco (Lawrence Livermore National Laboratory), Brooke Harmon (Sandia National
Laboratories), Stewart He (Lawrence Livermore National Laboratory), Max P. Katz (NVIDIA
Corporation), Daniel Kirshner (Lawrence Livermore National Laboratory), Victoria Lao (Lawrence
Livermore National Laboratory), Edmond Y. Lau (Lawrence Livermore National Laboratory), Jacky Lo
(Lawrence Livermore National Laboratory), Kevin McLoughlin (Lawrence Livermore National
Laboratory), Richard Mosesso (Sandia National Laboratories), Deepa K. Murugesh (Lawrence
Livermore National Laboratory), Oscar A. Negrete (Sandia National Laboratories), Edwin A. Saada
(Lawrence Livermore National Laboratory), Brent Segelke (Lawrence Livermore National
Laboratory), Maxwell Stefan (Sandia National Laboratories), Marisa W. Torres (Lawrence Livermore
National Laboratory), Dina Weilhammer (Lawrence Livermore National Laboratory), Sergio Wong
(Lawrence Livermore National Laboratory), Yue Yang (Lawrence Livermore National Laboratory),
Adam Zemla (Lawrence Livermore National Laboratory), Xiaohua Zhang (Lawrence Livermore
National Laboratory), Fangqiang Zhu (Lawrence Livermore National Laboratory), Felice C.
Lightstone (Lawrence Livermore National Laboratory), Jonathan E. Allen (Lawrence Livermore
National Laboratory)

Structure-based Deep Fusion models were recently shown to outperform several physics- and
machine learning-based protein-ligand binding affinity prediction methods. As part of a multi-
institutional COVID-19 pandemic response, over 500 million small molecules were
computationally screened against four protein structures from the novel coronavirus (SARS-CoV-2),



which causes COVID-19. Three enhancements to Deep Fusion were made in order to evaluate
more than five billion docked poses on SARS-CoV-2 protein targets. First, the Deep Fusion concept
was refined by formulating the architecture as one, coherently back-propagated model (Coherent
Fusion) to improve binding-affinity prediction accuracy. Secondly, the model was trained using a
distributed, genetic hyper-parameter optimization. Finally, a scalable, high-throughput screening
capability was developed to maximize the number of ligands evaluated and expedite the path to
experimental evaluation. In this work, we present both the methods developed for machine
learning-based high-throughput screening and results from using our computational pipeline to
find SARS-CoV-2 inhibitors.

Best Paper Finalist: no
Best Student Paper Finalist: no

High Performance Uncertainty Quantification with Parallelized Multilevel Markov Chain Monte
Carlo
Linus Seelinger (Heidelberg University), Anne Reinarz (Durham University, England), Leonhard
Rannabauer (Technical University Munich), Michael Bader (Technical University Munich), Peter
Bastian (Heidelberg University), Robert Scheichl (Heidelberg University)

Numerical models of complex real-world phenomena often necessitate high-performance
computing (HPC). Uncertainties increase problem dimensionality further and pose even greater
challenges.

We present a parallelization strategy for multilevel Markov chain Monte Carlo, a state-of-the-art,
algorithmically scalable uncertainty quantification (UQ) algorithm for Bayesian inverse problems,
and a new software framework allowing for large-scale parallelism across forward model
evaluations and the UQ algorithms themselves. The main scalability challenge presents itself in the
form of strong data dependencies introduced by the MLMCMC method, prohibiting trivial
parallelization.

Our software is released as part of the modular and open-source MIT Uncertainty Quantification
Library (MUQ), and can easily be coupled with arbitrary user codes. We demonstrate it using the
Distributed and Unified Numerics Environment (DUNE) and the ExaHyPE Engine. The latter
provides a realistic, large-scale tsunami model in which we identify the source of a tsunami from
buoy-elevation data.

Best Paper Finalist: no
Best Student Paper Finalist: no



10:30 am - 12:00 pm

Sparse Neural Networks

Session Description:

DistGNN: Scalable Distributed Training for Large-Scale Graph Neural Networks
Vasimuddin Md (Intel Corporation), Sanchit Misra (Intel Corporation), Guixiang Ma (Intel
Corporation), Ramanarayan Mohanty (Intel Corporation), Evangelos Georganas (Intel Corporation),
Alexander Heinecke (Intel Corporation), Dhiraj Kalamkar (Intel Corporation), Nesreen K. Ahmed
(Intel Corporation), Sasikanth Avancha (Intel Corporation)

Full-batch training on Graph Neural Networks (GNN) to learn the structure of large graphs is a
critical problem that needs to scale to hundreds of compute nodes to be feasible. It is challenging
due to large memory capacity and bandwidth requirements on a single compute node and high
communication volumes across multiple nodes. In this paper, we present DistGNN that optimizes
the well-known Deep Graph Library (DGL) for full-batch training on CPU clusters via an efficient
shared memory implementation, communication reduction using a minimum vertex-cut graph
partitioning algorithm and communication avoidance using a family of delayed-update algorithms.
Our results on four common GNN benchmark datasets: Reddit, OGB-Products, OGB-Papers and
Proteins, show up to 3.7× speed-up using a single CPU socket and up to 97× speed-up using 128
CPU sockets, respectively, over baseline DGL implementations running on a single CPU socket.

Best Paper Finalist: no
Best Student Paper Finalist: no

Efficient Scaling of Dynamic Graph Neural Networks
Venkatesan T. Chakaravarthy (IBM Research), Shivmaran S. Pandian (IBM Research), Saurabh Raje
(IBM Research), Yogish Sabharwal (IBM Research), Toyotaro Suzumura (IBM TJ Watson Research
Center), Shashanka Ubaru (IBM TJ Watson Research Center)

We present distributed algorithms for training dynamic Graph Neural Networks (GNN) on large
scale graphs spanning multi-node, multi-GPU systems. To the best of our knowledge, this is the
first scaling study on dynamic GNN. We devise mechanisms for reducing the GPU memory usage
and identify two execution time bottlenecks: CPU-GPU data transfer; and communication volume.
Exploiting properties of dynamic graphs, we design a graph difference-based strategy to
significantly reduce the transfer time. We develop a simple, but effective data distribution technique
under which the communication volume remains fixed and linear in the input size, for any number of



GPUs. Our experiments using billion-size graphs on a system of 128 GPUs shows that: (i) the
distribution scheme achieves up to 30x speedup on 128 GPUs; (ii) the graph-difference technique
reduces the transfer time by a factor of up to 4.1x and the overall execution time by up to 40%.

Best Paper Finalist: no
Best Student Paper Finalist: no

Efficient Tensor Core-Based GPU Kernels for Structured Sparsity Under Reduced Precision
Zhaodong Chen (University of California, Santa Barbara), Zheng Qu (University of California, Santa
Barbara), Liu Liu (University of California, Santa Barbara), Yufei Ding (University of California, Santa
Barbara), Yuan Xie (University of California, Santa Barbara)

The success of DNN comes at the expense of excessive memory/computation cost, which can be
addressed by exploiting reduced precision and sparsity jointly. Existing sparse GPU kernels,
however, fail to achieve practical speedup over cuBLASHgemm under half-precision. Those for
fine-grained sparsity suffer from low data reuse, and others for coarse-grained sparsity are limited
by the wrestling between kernel performance and model quality under different grain sizes. We
propose column-vector-sparse-encoding that has a smaller grain size under the same reuse rate
compared with block sparsity. Column-vector-sparse-encoding can be applied to both SpMM &
SDDMM, two major sparse DNN operations. We also introduce the Tensor-Core-based 1D Octet
Tiling that has efficient memory access and computation patterns under small grain size. Based on
these, we design SpMM and SDDMM kernels and achieve 1.71-7.19x speedup over cuSPARSE.
Practical speedup is achieved over cuBLASHgemm under >70% and >90% sparsity with 4x1 grain
size and half-precision.

Best Paper Finalist: no
Best Student Paper Finalist: no

10:30 am - 12:00 pm

Systems Software (2)

Session Description:

Arithmetic-Intensity-Guided Fault Tolerance for Neural Network Inference on GPUs
Jack Kosaian (Carnegie Mellon University), K. V. Rashmi (Carnegie Mellon University)

Neural networks (NNs) are increasingly employed in safety-critical domains and in environments



prone to unreliability (e.g., soft errors), such as on spacecraft. Therefore, it is critical to impart fault
tolerance to NN inference. Algorithm-based fault tolerance (ABFT) is emerging as an efficient
approach for fault tolerance in NNs.

We propose an adaptive approach to ABFT for NN inference that exploits untapped opportunities
in emerging deployment scenarios. GPUs have high compute-to-memory-bandwidth ratios, while
NN layers have a wide range of arithmetic intensities. This leaves some layers compute bound and
others memory-bandwidth bound, but current approaches to ABFT do not consider these
differences. We first investigate ABFT schemes best suited for each of these scenarios. We then
propose intensity-guided ABFT, an adaptive, arithmetic-intensity-guided approach that selects the
most efficient ABFT scheme for each NN layer. Intensity-guided ABFT reduces execution-time
overhead by 1.09--5.3x across many NNs compared to traditional approaches to ABFT.

Best Paper Finalist: no
Best Student Paper Finalist: no

Peppa-X: Finding Program Test Inputs to Bound Silent Data Corruption Vulnerability in HPC
Applications
Md Hasanur Rahman (University of Iowa), Aabid Shamji (University of Iowa), Shengjian Guo (Baidu
Security), Guanpeng Li (University of Iowa)

Transient hardware faults have become prevalent due to the shrinking size of transistors, leading to
silent data corruptions (SDCs). Therefore, HPC applications need to be evaluated (e.g., via fault
injections) and protected to meet the reliability target. In the evaluation, the target programs
exercise with a set of given inputs which are usually from program benchmark suite. However,
these inputs rarely manifest the SDC vulnerabilities, leading to over-optimistic assessment and
unexpectedly higher failure rates in production. We propose Peppa-X, which efficiently identifies
the test inputs that estimate the bound of program SDC resiliency. Our key insight is that the SDC
sensitivity distribution in a program often remains stationary across input space. Thereby, we can
guide the search of SDC-bound inputs by a sampled distribution. Our evaluation shows that
Peppa-X can identify the SDC-bound input of a program that existing methods cannot find even
with 5x more search time.

Best Paper Finalist: no
Best Student Paper Finalist: no

Cuttlefish: Library for Achieving Energy Efficiency in Multicore Parallel Programs
Sunil Kumar (Indraprastha Institute of Information Technology (IIIT), Delhi), Akshat Gupta



(Indraprastha Institute of Information Technology (IIIT), Delhi), Vivek Kumar (Indraprastha Institute
of Information Technology (IIIT), Delhi), Sridutt Bhalachandra (Lawrence Berkeley National
Laboratory (LBNL))

A low-cap power budget is challenging for exascale computing. Dynamic Voltage and Frequency
Scaling (DVFS) and Uncore Frequency Scaling (UFS) are the two widely used techniques for
limiting the HPC application’s energy footprint. However, existing approaches fail to provide a
unified solution that can work with different types of parallel programming models and
applications.

This paper proposes Cuttlefish, a programming model oblivious C/C++ library for achieving energy
efficiency in multicore parallel programs running over Intel processors. An online profiler
periodically profiles model-specific registers to discover a running application’s memory access
pattern. Using a combination of DVFS and UFS, Cuttlefish then dynamically adapts the processor’s
core and uncore frequencies, thereby improving its energy efficiency. The evaluation on a 20-core
Intel Xeon processor using a set of widely used OpenMP benchmarks, consisting of several
irregular-tasking and work-sharing pragmas, achieves geometric mean energy savings of 19.4%
with a 3.6% slowdown.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 2:30 pm

Data Analytics and Storage Systems

Session Description:

Error-Controlled, Progressive, and Adaptable Retrieval of Scientific Data with Multilevel
Decomposition
Xin Liang (Missouri University of Science and Technology), Qian Gong (Oak Ridge National
Laboratory (ORNL)), Jieyang Chen (Oak Ridge National Laboratory (ORNL)), Ben Whitney (Oak
Ridge National Laboratory (ORNL)), Lipeng Wan (Oak Ridge National Laboratory (ORNL)), Qing Liu
(New Jersey Institute of Technology), David Pugmire (Oak Ridge National Laboratory (ORNL)), Rick
Archibald (Oak Ridge National Laboratory (ORNL)), Norbert Podhorszki (Oak Ridge National
Laboratory (ORNL)), Scott Klasky (Oak Ridge National Laboratory (ORNL))

Extreme-scale simulations and high-resolution instruments are generating an increasing amount of
data, which poses significant challenges to both data storage and retrieval. The challenges in



satisfying various analysis needs while minimizing I/O overhead should never be left unmanaged. In
this paper, we propose a data refactoring/compressing/retrieval framework capable of: fine-grained
data refactoring with regard to precision; incremental retrieving and recomposing data toward
requested error bounds; and adaptively retrieving data in multi-precision and multi-resolution with
respect to analysis. Our framework reduces the amount of data retrieved when multiple
incremental precisions are requested. Experiments show that the amount of data retrieved under
the same progressively requested distortion using our method is 64% less than that using state-of-
the-art approaches. Parallel experiments with up to 1024 cores and ~600GB data show that our
approach yields 1.36x and 2.52x performance over existing approaches in writing to and reading
from persistent storage systems, respectively.

Best Paper Finalist: no
Best Student Paper Finalist: no

LogECMem: Coupling Erasure-Coded In-Memory Key-Value Stores with Parity Logging
Liangfeng Cheng (Huazhong University of Science and Technology), Yuchong Hu (Huazhong
University of Science and Technology), Zhaokang Ke (Huazhong University of Science and
Technology), Jia Xu (Huazhong University of Science and Technology), Qiaori Yao (Huazhong
University of Science and Technology), Dan Feng (Huazhong University of Science and Technology),
Weichun Wang (Hikvision LTD, China), Wei Chen (Hikvision LTD, China)

In-memory key-value stores are often used to speed up Big Data workloads on modern HPC
clusters. To maintain their high availability, erasure coding has been recently adopted as a low-cost
redundancy scheme instead of replication. Existing erasure-coded update schemes, however, have
either low performance or high memory overhead. In this paper, we propose a novel parity logging-
based architecture, HybridPL, which creates a hybrid of in-place update (for data and XOR parity
chunks) and log-based update (for the remaining parity chunks), so as to balance the update
performance and memory cost, while maintaining efficient single-failure repairs. We realize
HybridPL as an in-memory key-value store called LogECMem, and further design efficient repair
schemes for multiple failures. We prototype LogECMem and conduct experiments on different
workloads. We show that LogECMem achieves better update performance over existing erasure-
coded update schemes with low memory overhead, while maintaining high basic I/O and repair
performance.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm



Numerical Discretization

Session Description:

Temporal Vectorization for Stencils
Liang Yuan (Institute of Computing Technology, Chinese Academy of Sciences), Hang Cao (Institute
of Computing Technology, Chinese Academy of Sciences), Yunquan Zhang (Institute of Computing
Technology, Chinese Academy of Sciences), Kun Li (Institute of Computing Technology, Chinese
Academy of Sciences), Pengqi Lu (Institute of Computing Technology, Chinese Academy of
Sciences), Yue Yue (Institute of Computing Technology, Chinese Academy of Sciences)

Stencil computations represent a very common class of nested loops in scientific and engineering
applications. Exploiting vector units in modern CPUs is crucial to achieving peak performance.
Previous vectorization approaches often consider the data space, in particular the innermost unit-
strided loop. The latter leads to the well-known data alignment conflict problem that vector loads
are overlapped due to the data sharing between continuous stencil computations. This paper
proposes a novel temporal vectorization scheme for stencils. It vectorizes the stencil computation in
the iteration space and assembles points with different time coordinates in one vector. The
temporal vectorization leads to a small fixed number of vector reorganizations that is irrelevant to
the vector length, stencil order and dimension. Furthermore, it is applicable to Gauss-Seidel
stencils, whose vectorization is not well-studied. The effectiveness of the temporal vectorization is
demonstrated by various Jacobi and Gauss-Seidel stencils.

Best Paper Finalist: no
Best Student Paper Finalist: no

PAGANI: A Parallel Adaptive GPU Algorithm for Numerical Integration
Ioannis Sakiotis (Old Dominion University), Kamesh Arumugam (NVIDIA Corporation), Marc Paterno
(Fermi National Accelerator Laboratory), Desh Ranjan (Old Dominion University), Balsa Terzic (Old
Dominion University), Mohammad Zubair (Old Dominion University)

We present a new adaptive parallel algorithm for the challenging problem of multi-dimensional
numerical integration on massively parallel architectures. Adaptive algorithms have demonstrated
the best performance, but efficient many-core utilization is difficult to achieve because the adaptive
workload can vary greatly across the integration space and is impossible to predict a priori. Existing
parallel algorithms utilize sequential computations on independent processors, which results in
bottlenecks due to the need for data redistribution and processor synchronization. Our algorithm
employs a high throughput approach in which all existing sub-regions are processed and sub-
divided in parallel. Repeated sub-region classification and filtering improves upon a brute-force



approach and allows the algorithm to make efficient use of computation and memory resources. A
CUDA implementation shows orders of magnitude speedup over the fastest open source CPU
method and extends the achievable accuracy for difficult integrands. Our algorithm typically
outperforms other existing deterministic parallel methods.

Best Paper Finalist: no
Best Student Paper Finalist: no

Reducing Redundancy in Data Organization and Arithmetic Calculation for Stencil Computations
Kun Li (Institute of Computing Technology, Chinese Academy of Sciences; Chinese Academy of
Sciences), Liang Yuan (Institute of Computing Technology, Chinese Academy of Sciences), Yunquan
Zhang (Institute of Computing Technology, Chinese Academy of Sciences), Yue Yue (Institute of
Computing Technology, Chinese Academy of Sciences; Chinese Academy of Sciences)

Stencil computation is one of the most important kernels in various scientific and engineering
applications. A variety of work has focused on vectorization techniques, aiming at exploiting the in-
core data parallelism. They do, however, either incur spatial data conflicts or hurt the data locality
when integrated with tiling. In this paper, a novel spatial computation folding is devised to reduce
the data reorganization overhead for vectorization and preserve the data locality for tiling in the
data space simultaneously. We then propose an approach of temporal computation folding
enhanced with shifts reusing, tessellate tiling and semi-automatic code generation. This aims to
further reduce the redundancy of arithmetic calculations and exploit the register reuse along the
time dimension. Experimental results on the AVX2 and AVX-512 CPUs show that our approach
obtains significant performance improvements compared with state-of-the-art techniques.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Performance Analysis and Optimization

Session Description:

CAKE: Matrix Multiplication Using Constant-Bandwidth Blocks
H.T. Kung (Harvard University), Vikas Natesh (Harvard University), Andrew Sabot (Harvard
University)



We offer a novel approach to matrix-matrix multiplication computation on computing platforms
with memory hierarchies. Constant-bandwidth (CB) blocks improve computation throughput for
architectures limited by external memory bandwidth. Configuring the shape and size of CB blocks
operating from within any memory hierarchy level (e.g., internal SRAM), we achieve high
throughput while holding external bandwidth (e.g., with DRAM) constant. We explain how,
surprisingly, CB blocks can maintain constant external bandwidth as computation throughput
increases. Analogous to partitioning a cake into pieces, we dub our CB-partitioned system CAKE.

We show CAKE outperforms state-of-the-art libraries in computation time on real-world systems
where external bandwidth represents a bottleneck, demonstrating CAKE's ability to address the
memory wall. CAKE achieves superior performance by directly using theoretically optimal CB-
partitioned blocks in tiling and scheduling, obviating the need for extensive design search.

Best Paper Finalist: no
Best Student Paper Finalist: no

HPAC: Evaluating Approximate Computing Techniques on HPC OpenMP Applications
Konstantinos Parasyris (Lawrence Livermore National Laboratory), Giorgis Georgakoudis (Lawrence
Livermore National Laboratory), Harshitha Menon (Lawrence Livermore National Laboratory), James
Diffenderfer (Lawrence Livermore National Laboratory), Ignacio Laguna (Lawrence Livermore
National Laboratory), Daniel Osei-Kuffuor (Lawrence Livermore National Laboratory), Markus
Schordan (Lawrence Livermore National Laboratory)

As we approach the limits of Moore’s law, researchers are exploring new paradigms for high-
performance computing (HPC) systems. Approximate computing gained traction by promising to
deliver computing power. However, due to the stringent accuracy requirements of HPC scientific
applications, the adoption of approximate computing methods in HPC requires an in-depth
understanding of the application’s amenability to approximations.

We develop HPAC, a framework with compiler and runtime support for code annotation and
transformation, and accuracy vs. performance trade-off analysis of OpenMP HPC applications. We
perform an analysis of the effectiveness of approximate computing techniques when applied to
HPC applications. The results reveal possible performance gains of approximation and its interplay
with parallel execution. For instance, approximation in the LULESH proxy application provides
substantial performance gains due to the reduction of memory accesses. However, approximation
in the leukocyte benchmark induces load imbalance in the parallel execution and thus limiting the
performance gains.

Best Paper Finalist: no



Best Student Paper Finalist: no

Accelerating XOR-Based Erasure Coding Using Program Optimization Techniques
Yuya Uezato (Dwango Ltd, Japan)

Erasure coding (EC) affords data redundancy for large-scale systems. XOR-based EC is an easy-to-
implement method for optimizing EC. This paper addresses a significant performance gap between
the state-of-the-art XOR-based EC approach (~4.9 GB/s coding throughput) and Intel's high-
performance EC library based on another approach (~6.7 GB/s).

We propose a novel approach based on our observation that XOR-based EC virtually generates
programs of a Domain Specific Language for XORing byte arrays. We formalize such programs as
straight-line programs (SLPs) of compiler construction and optimize SLPs using various program
optimization techniques.

Our optimization flow is three-fold: 1) reducing the number of XORs using grammar compression
algorithms; 2) reducing memory accesses using deforestation, a functional program optimization
method; and 3) reducing cache misses using the (red-blue) pebble game of program analysis.

We provide an experimental library, which outperforms Intel's library with an ~8.92 GB/s
throughput.

Best Paper Finalist: no
Best Student Paper Finalist: no

1:30 pm - 3:00 pm

Scalable I/O and Persistent Memory

Session Description:

Online Optimization of File Transfers in High-Speed Networks
Md Arifuzzaman (University of Nevada, Reno), Engin Arslan (University of Nevada, Reno)

File transfers in high-speed networks require network and I/O parallelism to reach high speeds,
however, creating arbitrarily large numbers of I/O and network threads overwhelms system
resources and causes fairness issues. In this paper, we introduce Falcon that combines a novel
utility function with state-of-the-art online optimization algorithms to discover the degree of I/O



and network parallelism for file transfer that can maximize the throughput while keeping system
overhead low and ensuring fairness among competing transfers. Our extensive evaluations in
several dedicated and production high-speed networks show that Falcon can find near-optimal
solution in as little as 20 seconds and outperforms existing transfer application by 2-6x. Moreover,
unlike other file transfer optimization solutions that fail to ensure fair resource allocation between
competing transfers, Falcon is guaranteed to converge to Nash Equilibrium when multiple Falcon
agents compete for the network resources with the help of its game theory-inspired utility function.

Best Paper Finalist: no
Best Student Paper Finalist: no

Hardware-Supported Remote Persistence for Distributed Persistent Memory
Zhuohui Duan (Huazhong University of Science and Technology), Haodi Lu (Huazhong University of
Science and Technology), Haikun Liu (Huazhong University of Science and Technology), Xiaofei Liao
(Huazhong University of Science and Technology), Hai Jin (Huazhong University of Science and
Technology), Yu Zhang (Huazhong University of Science and Technology), Song Wu (Huazhong
University of Science and Technology)

The advent of Persistent Memory (PM) necessitates an evolution of Remote Direct Memory Access
(RDMA) technologies for supporting remote data persistence. Previous software-based solutions
require remote CPU intervention and postpone the visibility of remote persistence. In this paper, we
design several hardware-supported RDMA primitives to flush data from the volatile cache of
RDMA Network Interface Cards (RNICs) to the PM. We also propose durable RPCs based on the
proposed RDMA Flush primitives to support remote data persistence and fast failure recovery. We
emulate the performance of RDMA Flush primitives through other RDMA primitives, and compare
our proposals with several state-of-the-art RPCs in a real testbed equipped with PM and
InfiniBand networks. Experimental results show that our proposals can improve the throughput of
RPCs by up to 90%, and reduce the 99th percentile latency by up to 49%. The experimental
studies also provide instructive guidelines for designing RDMA-based distributed PM systems.

Best Paper Finalist: no
Best Student Paper Finalist: no

Clairvoyant Prefetching for Distributed Machine Learning I/O
Nikoli Dryden (ETH Zürich, Lawrence Livermore National Laboratory), Roman Böhringer (ETH
Zürich), Tal Ben-Nun (ETH Zürich), Torsten Hoefler (ETH Zürich)

I/O is emerging as a major bottleneck for machine learning training, especially in distributed



environments. Indeed, at large scale, I/O takes as much as 85% of training time. Addressing this I/O
bottleneck necessitates careful optimization, as optimal data ingestion pipelines differ between
systems, and require a delicate balance among access to local storage, external filesystems and
remote nodes. We introduce NoPFS, a machine learning I/O middleware, which provides a scalable,
flexible and easy-to-use solution to the I/O bottleneck. NoPFS uses clairvoyance: Given the seed
generating the random access pattern for training with SGD, it can exactly predict when and where
a sample will be accessed. We combine this with an analysis of access patterns and a performance
model to provide distributed caching policies that adapt to different datasets and storage
hierarchies. NoPFS reduces I/O times and improves end-to-end training by up to 5.4x on the
ImageNet-1k, ImageNet-22k and CosmoFlow datasets.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

Data Compression and Workflows

Session Description:

ndzip-gpu: Efficient Lossless Compression of Scientific Floating-Point Data on GPUs
Fabian Knorr (University of Innsbruck), Peter Thoman (University of Innsbruck), Thomas Fahringer
(University of Innsbruck)

Lossless data compression is a promising software approach for reducing the bandwidth
requirements of scientific applications on accelerator clusters without introducing approximation
errors. Suitable compressors must be able to effectively compact floating-point data while
saturating the system interconnect to avoid introducing unnecessary latencies.

We present ndzip-gpu, a novel, highly-efficient GPU parallelization scheme for the block
compressor ndzip, which has recently set a new milestone in CPU floating-point compression
speeds.

Through the combination of intra-block parallelism and efficient memory access patterns, ndzip-
gpu achieves high resource utilization in multi-dimensional data decorrelation. We further introduce
an efficient warp-cooperative primitive for vertical bit packing, providing a high-throughput data
reduction step.

Using a representative set of scientific data, we demonstrate that ndzip-gpu consistently



outperforms all other lossless floating-point compressors accessible to us on NVIDIA Volta and
Ampere hardware in both throughput and compression ratio achieved.

Best Paper Finalist: no
Best Student Paper Finalist: no

Resilient Error-Bounded Lossy Compressor for Data Transfer
Sihuan Li (University of California, Riverside), Sheng Di (Argonne National Laboratory (ANL)), Kai
Zhao (University of California, Riverside), Xin Liang (Missouri University of Science and Technology),
Zizhong Chen (University of California, Riverside), Franck Cappello (Argonne National Laboratory
(ANL))

Today's exascale scientific applications or advanced instruments are producing vast volumes of
data, which need to be shared/transferred through the network/devices with relatively low
bandwidth (e.g., WAN). Lossy compression is an important strategy to resolve the big data issue,
however, little work was done to make it resilient against silent errors, which may happen during
the compression or data transferring. In this paper, we propose a resilient error-bounded lossy
compressor. We design a new independent-block-wise model that decomposes each dataset into
many independent sub-blocks to compress. Then, we design and implement a series of error
detection/correction strategies for each stage of SZ. Our solution is the first algorithm-based fault
tolerance (ABFT) algorithm for lossy compression. Our solution incurs negligible execution
overhead in the fault-free situation. Should soft errors occur, it ensures decompressed data is
strictly bounded within user's requirement, with a very limited degradation of compression ratio
and low overhead.

Best Paper Finalist: no
Best Student Paper Finalist: no

Productivity, Portability, Performance: Data-Centric Python
Alexandos Nikolaos Ziogas (ETH Zürich), Timo Schneider (ETH Zürich), Tal Ben-Nun (ETH Zürich),
Alexandru Calotoiu (ETH Zürich), Tiziano De Matteis (ETH Zürich), Johannes de Fine Licht (ETH
Zürich), Luca Lavarini (ETH Zürich), Torsten Hoefler (ETH Zürich)

Python has become the de facto language for scientific computing. Programming in Python is highly
productive, mainly due to its rich science-oriented software ecosystem built around the NumPy
module. As a result, the demand for Python support in high-performance computing (HPC) has
skyrocketed. The Python language itself, however, does not necessarily offer high performance. In
this work, we present a workflow that retains Python's high productivity while achieving portable



performance across different architectures. The workflow's key features are HPC-oriented language
extensions and a set of automatic optimizations powered by a data-centric intermediate
representation. We show performance results and scaling across CPU, GPU, FPGA and the Piz
Daint supercomputer (up to 23,328 cores), with 2.47x and 3.75x speedups over previous-best
solutions; first-ever Xilinx and Intel FPGA results of annotated Python; and up to 93.16% scaling
efficiency on 512 nodes.

Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

Quantum Computing and Simulation

Session Description:

Empirical Evaluation of Circuit Approximations on Noisy Quantum Devices
Ellis Wilson (North Carolina State University), Frank Mueller (North Carolina State University),
Lindsay Bassman (Lawrence Berkeley National Laboratory (LBNL)), Costin Iancu (Lawrence
Berkeley National Laboratory (LBNL))

Noisy Intermediate-Scale Quantum (NISQ) devices fail to produce outputs with sufficient fidelity for
deep circuits with many gates today. Such devices suffer from read-out, multi-qubit gate and cross-
talk noise combined with short decoherence times limiting circuit depth. This work develops a
methodology to generate shorter circuits with fewer multi-qubit gates whose unitary
transformations approximate the original reference one. It explores the benefit of such generated
approximations under NISQ devices. Experimental results with Grover’s Algorithm, Multiple-control
Toffoli Gates and the Transverse Field Ising Model show that such approximate circuits produce
higher fidelity results than longer, theoretically precise circuits on NISQ devices, especially when
the reference circuits initially contain many CNOT gates. With this ability to fine-tune circuits, it is
demonstrated that quantum computations can be performed for more complex problems on today’s
devices than previously feasible, sometimes even with a gain in overall precision of up to 60%.

Best Paper Finalist: no
Best Student Paper Finalist: no

SV-Sim: Scalable PGAS-Based State Vector Simulation of Quantum Circuits
Ang Li (Pacific Northwest National Laboratory (PNNL)), Bo Fang (Pacific Northwest National



Laboratory (PNNL)), Christopher Granade (Microsoft Corporation), Guen Prawiroatmodjo (Microsoft
Corporation), Bettina Heim (Microsoft Corporation), Martin Roetteler (Microsoft Corporation), Sriram
Krishnamoorthy (Pacific Northwest National Laboratory (PNNL))

High-performance quantum circuit simulation in a classic HPC is still necessary in the NISQ era.
Observing that the major obstacle of scalable state-vector quantum simulation arises from the
massively fine-grained irregular data-exchange with remote nodes, in this paper we present SV-
Sim to apply the emerging PGAS-based communication models (i.e., direct access for intra-node
CPU/GPU peers and SHMEM for inter-node CPU/GPU clusters) for efficient large-scale quantum
circuit simulation. Through an orchestrated device functional pointer approach, SV-Sim is able to
abstract the quantum gate sets across various heterogeneous backends, including IBM/Intel/AMD
CPUs, NVIDIA /AMD GPUs and Intel MIC, in a unified framework, while still asserting outstanding
performance and tractable interfaces to higher-level quantum programming environments, such as
IBM Qiskit, Microsoft Q# and Google Cirq.

Best Paper Finalist: no
Best Student Paper Finalist: no

SW_Qsim: A Minimize-Memory Quantum Simulator with High-Performance on a New Sunway
Supercomputer
Fang Li (National Supercomputing Center in Wuxi), Xin Liu (National Supercomputing Center in
Wuxi), Yong Liu (National Supercomputing Center in Wuxi), Pengpeng Zhao (National
Supercomputing Center in Wuxi), Yuling Yang (National Supercomputing Center in Wuxi), Honghui
Shang (Institute of Computing Technology, Chinese Academy of Sciences), Weizhe Sun (National
Supercomputing Center in Wuxi), Zhen Wang (National Supercomputing Center in Wuxi), Enming
Dong (National Supercomputing Center in Wuxi), Dexun Chen (Tsinghua University, China)

Classical simulation of quantum computation plays a critical role in numerical studies of quantum
algorithms and the validation of quantum devices. Here, we introduce SW_Qsim, a tensor-network-
based quantum simulator, which is designed with a two-level parallel structure for efficient
implementation on the many-core New Sunway Supercomputer. We propose a minimize-memory
contraction path algorithm for rectangular quantum grids to reduce the memory overhead, and
provide the memory-limited simulation capacity of SW26010pro. Moreover, tensor operations are
carefully optimized on the SW processor to achieve high performance. We design a fault tolerance
mechanism to improve the extreme-scale parallel stability. We benchmark SW_Qsim’s simulation
of RQCs up to 400-qubits, achieving near-linear strong and weak scaling with up to 28.75 million
cores, far beyond the previous state of the art. Our work sheds light on the development of efficient
quantum algorithms for use in the physical, chemical, and engineering science fields.



Best Paper Finalist: no
Best Student Paper Finalist: no

3:30 pm - 5:00 pm

GPUs and Stream Processing

Session Description:

MAPA: Multi-Accelerator Pattern Allocation Policy for Multi-Tenant GPU Servers
Kiran Ranganath (University of California, Riverside), Joshua D. Suetterlein (Pacific Northwest
National Laboratory (PNNL)), Joseph Manzano (Pacific Northwest National Laboratory (PNNL)),
Shuaiwen Leon Song (University of Sydney), Daniel Wong (University of California, Riverside)

Multi-accelerator servers are increasingly being deployed in shared multi-tenant environments
(such as in cloud data centers) in order to meet the demands of large-scale compute-intensive
workloads. In addition, these accelerators are increasingly being interconnected in complex
topologies and workloads are exhibiting a wider variety of inter-accelerator communication
patterns. However, existing allocation policies are ill-suited for emerging use cases. Specifically,
this work identifies that multi-accelerator workloads are commonly fragmented leading to reduced
bandwidth and increased latency for inter-accelerator communication.

We propose Multi-Accelerator Pattern Allocation (MAPA), a graph pattern mining approach
towards providing generalized allocation support for multi-accelerator workloads on multi-
accelerator servers. We demonstrate that MAPA is able to improve the execution time of multi-
accelerator workloads and is able to provide generalized benefits across various accelerator
topologies. Finally, we demonstrate a speedup of 12.4% for the 75th percentile of jobs with the
worst-case execution time reduced up to 35% against baseline policy.

Best Paper Finalist: no
Best Student Paper Finalist: no

Online Evolutionary Batch Size Orchestration for Scheduling Deep Learning Workloads in GPU
Clusters
Zhengda Bian (National University of Singapore), Shenggui Li (Nanyang Technological University,
Singapore), Wei Wang (ByteDance Ltd), Yang You (National University of Singapore)

Efficient GPU resource scheduling is essential to maximize resource utilization and save training



costs for the increasing amount of deep learning workloads in shared GPU clusters. Existing GPU
schedulers largely rely on static policies to leverage the performance characteristics of deep
learning jobs. They can hardly reach optimal efficiency, however, due to the lack of elasticity. To
address the problem, we propose ONES, an ONline Evolutionary Scheduler for elastic batch size
orchestration. ONES automatically manages the elasticity of each job based on the training batch
size, so as to maximize GPU utilization and improve scheduling efficiency. It determines the batch
size for each job through an online evolutionary search that can continuously optimize the
scheduling decisions. We evaluate the effectiveness of ONES with 64 GPUs on TACC's Longhorn
supercomputers. The results show that ONES can outperform the prior deep learning schedulers
with a significantly shorter average job completion time.

Best Paper Finalist: no
Best Student Paper Finalist: no

Whale: Efficient One-to-Many Data Partitioning in RDMA-Assisted Distributed Stream Processing
Systems
Jei Tan (Huazhong University of Science and Technology), Hanhua Chen (Huazhong University of
Science and Technology), Yonghui Wang (Huazhong University of Science and Technology), Hai Jin
(Huazhong University of Science and Technology)

The one-to-many data partitioning strategy in a distributed stream processing system (DSPS) plays
an important role in various applications, where the upstream processing instance sends a tuple to
a potentially large number of downstream processing instances. Therefore, a DSPS actually sends
a same data item to a machine multiple times, raising significant unnecessary costs for serialization
and communications, leading to performance bottleneck.

To address the problem, we design and implement Whale, an efficient RDMA-assisted distributed
stream processing system. Whale proposes a novel RDMA-assisted stream multicast scheme with
a self-adjusting non-blocking tree structure to alleviate the CPU workloads of an upstream instance
during data partitioning. We re-design the DSPS communication mechanism by replacing the
instance-oriented communication with a worker-oriented communication scheme, which saves
significant costs for redundant serialization and communications. Experimental results show that
Whale achieves 56.6x improvement of system throughput and 97% reduction of processing
latency compared to existing designs.

Best Paper Finalist: no
Best Student Paper Finalist: no



3:30 pm - 5:00 pm

Storage and Application Characteristics

Session Description:

Exploiting User Activeness for Data Retention in HPC Systems
Wei Zhang (Texas Tech University), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)),
Hyogi Sim (Virginia Tech), SangKeun Lee (Oak Ridge National Laboratory (ORNL)), Sudharshan
Vazhkudai (Micron Technology Inc), Yong Chen (Texas Tech University)

HPC systems typically rely on the fixed-lifetime (FLT) data retention strategy, which only considers
temporal locality of data accesses to parallel file systems. Our extensive analysis based on the
leadership-class HPC system traces, however, suggests that the FLT approach often fails to capture
the dynamics in users' behavior and leads to undesired data purge. In this study, we propose an
activeness-based data retention (ActiveDR) solution, which advocates considering the data
retention approach from a holistic activeness-based perspective. By evaluating the frequency and
impact of users' activities, ActiveDR prioritizes the file purge process for inactive users and rewards
active users with extended file lifetime on parallel storage. Our extensive evaluations based on the
traces of the prior Titan supercomputer show that, when reaching the same purge target, ActiveDR
achieves up to 37% file miss reduction as compared to the current FLT retention methodology.

Best Paper Finalist: no
Best Student Paper Finalist: no

Pinpointing Crash-Consistency Bugs in the HPC I/O Stack: A Cross-Layer Approach
Jinghan Sun (University of Illinois), Jian Huang (University of Illinois), Marc Snir (University of Illinois)

We present ParaCrash, a testing framework for studying crash recovery in a typical HPC I/O stack,
and demonstrate its use by identifying 15 new crash-consistency bugs in various parallel file
systems (PFS) and I/O libraries. ParaCrash uses a "golden version'' approach to test the entire HPC
I/O stack: storage state after recovery from a crash is correct if it matches the state that can be
achieved by a partial execution with no crashes. It supports systematic testing of a multilayered I/O
stack while properly identifying the layer responsible for the bugs.

Best Paper Finalist: no
Best Student Paper Finalist: no



Characterization and Prediction of Deep Learning Workloads in Large-Scale GPU Datacenters
Qinghao Hu (Nanyang Technological University, Singapore; School of Computer Science and
Engineering), Peng Sun (SenseTime), Shengen Yan (SenseTime), Yonggang Wen (Nanyang
Technological University, Singapore; School of Computer Science and Engineering), Tianwei Zhang
(Nanyang Technological University, Singapore; School of Computer Science and Engineering)

Modern GPU datacenters are critical for delivering Deep Learning (DL) models and services in both
the research community and industry. When operating a datacenter, optimization of resource
scheduling and management can bring significant financial benefits. Achieving this goal requires a
deep understanding of the job features and user behaviors. We present a comprehensive study
about the characteristics of DL jobs and resource management. First, we perform a large-scale
analysis of real-world job traces from SenseTime. We uncover some interesting conclusions from
the perspectives of clusters, jobs and users, which can facilitate the cluster system designs. Second,
we introduce a general-purpose framework, which manages resources based on historical data. As
case studies, we design: a Quasi-Shortest-Service-First scheduling service, which can minimize the
cluster-wide average job completion time by up to 6.5x; and a Cluster Energy Saving service, which
improves overall cluster utilization by up to 13%.

Best Paper Finalist: no
Best Student Paper Finalist: no
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Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,



evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations



Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing



parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.



Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to



build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)



Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys



Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))



Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then



feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate



algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large



regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are



designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning



and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can
tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high



quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.
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Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)

We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art
DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.
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Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.
The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection
solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.
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Parallel Framework for Updating Large-Scale Dynamic Networks



Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the
entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with
distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.
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Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only
works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce
overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.
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FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the
algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.
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HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between
science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.
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Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong
University)



Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.
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Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific
Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.
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Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),
Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,
Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.
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Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)

The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.

In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.
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Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)

Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of
physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for
similar pattern of parallel applications.
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Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are
often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.
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An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory
(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the
hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier
Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and
working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of
memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and
chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman
(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the
GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)

SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library
and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))

The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast
System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal
Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement
learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to
the framework, as well as improve upon these and existing agents using v-trace and prioritized



experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted
features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)

The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this
paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the
process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory
(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.
This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)

Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the
matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois
Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most
common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC
market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))



Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple
communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.
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Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of
network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application
should either recover from the faulty state, or report the error and terminate gracefully.



Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system
exceptions. In all situations the code has worked properly.

Best Poster Finalist: no

Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote
Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,
each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.

Best Poster Finalist: no

Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun
(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)



Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In
this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.

Best Poster Finalist: no

SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code
translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.
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Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)



Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for
just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a
large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.
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Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)

Numerical simulations, such as finite elements, deal with both space and time discretizations of



fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,
speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines
Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high
performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented
fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats
Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence



Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build
relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship
building performance.
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Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-
GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results
show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are
not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent
microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We
show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.
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A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is
proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed



solver is faster than the state-of-the-art solvers.
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Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong
Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to
detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.
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Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping
matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over
GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.
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Heterogeneous Computing for Undergraduates: A Module-Driven Approach



Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer
science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.
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8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),



Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los



Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.



Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.

5:15 pm - 7:00 pm

Remote Poster Presentations

Session Description: During the time of the Poster Reception (Tuesday, November 16, 5:15pm -
7pm CST), poster authors remotely attending the conference will be available for Q&A at this
virtual session. At the same time, poster authors attending the conference in person will be at their
physical posters (Second Floor Atrium). In-person conference attendees who want to interact with
remote poster presenters can also connect to this session through the virtual platform, or go to
Room 263. Most poster content, including prerecorded short poster talks, will be available through
the virtual platform.

5:15 pm - 7:00 pm

Poster Reception

Session Description:

Poster Reception



The Posters Reception is an opportunity for attendees to interact with poster presenters, and
includes research and ACM Student Research Competition posters, Doctoral Showcase posters, as
well as the Scientific Visualization & Data Analytics Showcase.

Wednesday, November 17th

8:30 am - 5:00 pm

ACM Student Research Competition Posters Display

Session Description:

cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of



this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction
study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?



In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.

Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on



parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to
their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.



Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the
impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance



microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being
openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)



Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing
data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.



One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of
Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))



Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.

Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the



likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.

8:30 am - 5:00 pm

Doctoral Showcase Posters Display

Session Description:

Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for



energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an



intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern



matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML



workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can
tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance
with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron



facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications
Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.
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Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)

We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art
DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.
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Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.
The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection
solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.
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Parallel Framework for Updating Large-Scale Dynamic Networks
Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the
entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with
distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.
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Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only
works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce
overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.
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FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the
algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.
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HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between
science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.
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Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong



University)

Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.
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Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific
Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.
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Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),
Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,
Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.
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Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)

The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.

In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.
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Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)

Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of
physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for



similar pattern of parallel applications.
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Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are
often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.
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An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory
(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the
hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier
Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and
working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of
memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and
chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman
(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the
GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)

SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library
and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))

The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast
System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal
Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement
learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to



the framework, as well as improve upon these and existing agents using v-trace and prioritized
experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted
features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)

The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this
paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the



process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory
(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.
This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)

Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the
matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois
Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most
common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC
market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))



Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple
communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.
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Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of
network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application



should either recover from the faulty state, or report the error and terminate gracefully.
Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system
exceptions. In all situations the code has worked properly.
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Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote
Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,
each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.
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Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun



(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)

Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In
this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.
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SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code
translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.

Best Poster Finalist: no

Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)



Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for
just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a
large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.

Best Poster Finalist: no

Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)



Numerical simulations, such as finite elements, deal with both space and time discretizations of
fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,
speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines
Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high
performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented
fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats



Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence
Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build
relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship
building performance.

Best Poster Finalist: no

Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-
GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results
show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are
not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent
microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We
show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.

Best Poster Finalist: no

A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is



proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed
solver is faster than the state-of-the-art solvers.
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Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong
Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to
detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.
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Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping
matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over
GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.
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Heterogeneous Computing for Undergraduates: A Module-Driven Approach
Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer
science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.

Best Poster Finalist: no

8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova



Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National



Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.



Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.
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cuSZ(+): Optimizing Error-Bounded Lossy Compression for Scientific Data on Modern GPUs
Jiannan Tian (Washington State University)

Error-bounded lossy compression is a critical technique for significantly reducing scientific data
volumes. With ever-emerging heterogeneous high-performance computing (HPC) architecture,
GPU-accelerated error-bounded compressors (such as cuSZ and cuZFP) have been developed.
However, they suffer from either low performance or low compression ratios. To this end, we
propose cuSZ(+) to target both high compression ratios and throughputs. Furthermore, we identify
that data smoothness is a vital factor for high compression throughputs. Our key contributions are
fourfold: (1) We propose an efficient compression workflow to adaptively perform run-length
encoding and/or variable-length encoding. (2) We derive Lorenzo reconstruction in decompression
as multidimensional partial-sum computation and propose its well-formed GPU implementation.
(3) We optimize essential kernels and scale to the state-of-the-art A100 GPU. (4) We evaluate
cuSZ(+) using real-world HPC datasets on V100 and A100. Experiments show cuSZ(+) improves
the compression throughputs and ratios by up to 18.4× and 5.3×, respectively, over cuSZ.

Analysis of Scheduling Policies for Next-Generation Rabbit Architecture
Keith Bateman (Illinois Institute of Technology, Lawrence Livermore National Laboratory)

The Livermore El Capitan supercomputer is planned to have a brand-new architecture, with Rabbit
nodes containing SSDs placed at the top of the racks. This will allow SSDs to be accessed either
directly through PCIe connection or through the network fabric, which creates opportunities for new
scheduling policies. It is the objective of this work to evaluate scheduling policies in the context of
this new architecture. This will be accomplished via determining which metrics are relevant,
evaluating existing policies under those metrics to determine potential shortcomings, exploring
new policies which can improve those shortcomings, and ultimately evaluating those new policies
on the real hardware once it becomes available (this work is ongoing until we can evaluate on real
hardware). This work has evaluated common existing policies in the Flux scheduler, and has
examined a simple new policy which partially solves some of the identified problems with existing
policies.

Efficient Parallel Algorithm for Shortest Path Updates in Dynamic Networks at Scale
Arindam Khanda (Missouri University of Science and Technology)

The application of graphs (networks) are versatile, and they are applied to various fields, including
but not limited to social network analysis, transportation logistics, biological and genetic interaction



study, IP traffic routing, and resource allocation in IoT networks. All these domains deal with a
massive amount of data and require large-scale graphs to model them. These graphs are often
dynamic in nature, i.e., the structure of the graph changes with time. The Single Source Shortest
Path (SSSP) problem, which finds the shortest distance of all vertices from a source vertex, often
appears in different scenarios. In a large-scale dynamic network, finding SSSP becomes
challenging due to the rapid structural changes in the graph and scalability issues. Although
numerous parallel shortest path algorithms on static networks have been proposed in the
literature, the SSSP problem in large-scale dynamic networks requires more attention due to its
continual appearances in modern scenarios.

Yin and Yang: Balancing Cloud Computing and HTC Workloads
Zhuangwei Kang (Vanderbilt University), Zhuo Zhen (University of Chicago), Kate Keahey (Argonne
National Laboratory (ANL))

With the help of proper preemption policies and proactive resource schedulers, combining
academic cloud and High Throughput Computing(HTC) systems through preemptible instances
would help increase the utilization rate of the clouds and reduce the energy cost at the same time.
We propose a data-driven simulator CHISim, then with which we evaluate a comprehensive set of
resource scheduling strategies (4 preemption policies × 3 cloud user requests forecasting models).
By exploring these strategies, this paper seeks to answer the following question: (1) Can we fill
cloud resources lease gaps by deploying HTC jobs? (2) What is the most efficient strategy to do
this? (3) How can we minimize the cost of doing this by adopting strategies that reduce HTC
reruns?

In-Situ Data Reduction for AMR-Based Cosmology Simulations
Daoce Wang (Washington State University)

Large-scale cosmology simulations generate large amounts of data for post-analysis, resulting in
I/O and storage bottlenecks. This work investigates an effective in-situ error-bounded lossy
compression for Nyx, an adaptive mesh refinement (AMR) based cosmology application. Our
contribution is threefold: (1) We explore the best-fit in-situ error-bounded lossy compressor
(including SZ and TTHRESH) for Nyx considering both compression ratio and post-analysis quality.
(2) We propose an approach to adaptively optimize the compressor for different AMR levels based
on our developed metric and data characteristics. (3) Our evaluation shows that our approach can
improve the compression ratio by 1.7X over the baseline (i.e., from 66 to 116) with the same post-
analysis quality.



Application-Based Fault Tolerance for Numerical Linear Algebra at Large Scale
Daniel Alberto Torres Gonzalez (LIPN, CNRS UMR 7030; Institut Galilée - Université Paris 13)

Large-scale architectures provide us with high computing power, but as the size of the systems
grows, computation units are more likely to fail. Fault-tolerant mechanisms have arisen in parallel
computing to face the challenge of dealing with errors that may occur at any moment during the
execution of parallel programs. Algorithms used by fault-tolerant programs must scale and be
resilient to software/hardware failures. Recent parallel algorithms have demonstrated properties
that can be exploited to make them fault-tolerant. In my thesis, I design, implement and evaluate
parallel and distributed fault-tolerant numerical computation kernels for dense linear algebra. I take
advantage of the intrinsic algebraic properties of communication-avoiding algorithms. I am focusing
on dense matrix factorization kernels: I have results on LU and preliminary results on QR. Using
performance evaluation and formal methods, I am showing they can tolerate crash-type failures,
either re-spawning new processes on the fly or ignore the error.

Parallel Algorithms and Generalized Frameworks for Learning Large-Scale Bayesian Networks
Ankit Srivastava (Georgia Institute of Technology)

Bayesian networks (BNs) are an important subclass of graphical machine learning (ML) models that
enable probabilistic reasoning about interactions between variables of interest. Their
interpretability makes them an ideal model for making high-stakes decisions in fields where
explainability is desirable. However, learning BNs with even few thousand variables using existing
software libraries requires an infeasible amount of time. This has prevented BNs from becoming a
viable alternative to other ML models. To address this, we have developed scalable high-
performance libraries for learning large-scale BNs. In this poster, we present our work on
parallelizing a variety of popular BN learning algorithms, including a method for constructing
parameter-sharing specialization of BNs – module networks. Our experiments show that the
optimized open-source implementations of our parallel algorithms reduce the time required for
learning networks with tens of thousands of variables from multiple months to a few hours by
efficiently utilizing thousands of cores.

Missing the Trees for the Branches: Graphical-Scripting Interaction with Large-Scale Calling
Context Trees
Connor Scully-Allison (University of Arizona, Lawrence Livermore National Laboratory)

In large scale performance analysis of HPC code, there is a tension between the visualizations
provided by automated tools and the flexibility afforded by custom scripting. For calling context
trees (CCT), node-and-link visualizations give users a view of performance data that corresponds to



their mental model. Unfortunately, while current scripting workflows support the writing of code,
they are not well supported by existing visualizations. GUI-based tools often restrict users to rigid
modes of interaction. Furthermore, many general purpose visualization libraries are not well
configured to support the complex data collected by HPC profilers, do not scale well to fit real HPC
datasets, and often require exporting and viewing visualizations in a context divorced from where
the code is developed. To ease this tension and support modern analysis workflows, we use
human-centric design methodologies to marry scripting and graphical interaction paradigms into a
scalable, interactive CCT visualization embedded in Jupyter notebooks.

Embeddings Are All You Need: Transfer Learning in Convolutional Neural Networks Using Word
Embeddings
Matt Baughman (University of Chicago)

Recent advances in efficient neural networks and relational learning using word embeddings as
prediction targets for image classification indicate the combination of these two concepts offers
promise for efficient transfer learning. Given the properties of word embeddings to represent
information-dense abstractions of language concepts in arbitrary vector spaces, the projection of an
image into that same vector space has been shown to enable similar relational operations between
images that are possible with word embeddings. In this essay, we describe how we extend this
idea to show how training a neural network model under this regime can lead to transfer learning
within the embeddings' vector space. This allows the model an advantage in predicting classes of
images not previously encountered. Additionally, we demonstrate this principle using a neural
network architecture previously shown to be state-of-the-art for model efficiency, demonstrating
the applications of these methods in light weight machine learning.

Analyzing Performance of File Aggregation in VELOC
Mikaila Gossman (Clemson University)

As High-Performance Computing (HPC) systems and applications continue to grow in size and
complexity, the process of checkpointing to stable, external storage often results in I/O contention
and degraded performance. Multi-level asynchronous checkpointing strategies like VELOC (Very
Low Overhead Checkpoint Strategy) have begun gaining popularity among application scientists
for their ability to leverage fast node-local storage and flush independently to stable storage in the
background. Currently, VELOC adopts a one-file-per-process flush strategy; in large scientific
applications, hundreds of thousands of files quickly overwhelm the network bandwidth, filesystem,
and application scientists. Thus, applications need to condense the number of checkpoint files while
preserving the I/O efficiency of asynchronous multi-level workflows. This work implements
different aggregation strategies into VELOC's asynchronous checkpoint runtime and analyzes the



impact on performance.

Toward Access Pattern Aware Checkpointing for Kokkos Applications
Nigel Tan (University of Tennessee, Knoxville)

The common checkpoint philosophy, checkpoint everything as frequently as possible, is becoming
ineffective as we progress towards exascale machines, facing shrinking time between failures. This
makes portability and resilience vital for the future of HPC. This poster demonstrates the need and
forms the foundation for enhancing checkpointing to take advantage of application properties.
Specifically, we show how access pattern aware checkpointing improves performance using
incremental checkpoints of sparsely updated data as an example. We also define how the portable
checkpointing abstractions in Kokkos Resilience can be modified to support such an enhancement
transparently.

SYMBIOMON: A High Performance, Composable Monitoring Service for Online Application
Introspection and Adaptation
Srinivasan Ramesh (University of Oregon)

The construction of high-performance scientific software has shifted from a traditional monolithic
message-passing interface (MPI) executable model to a coupled, services-style model in which
simulations run alongside a host of distributed HPC data services within the same batch job
allocation. Performance analysis of such a distributed system requires collecting, monitoring,
aggregating, and exporting performance data from multiple sources online. We propose
SYMBIOMON, a low-overhead monitoring service built by composing high-performance
microservices. Compared to other monitoring services, SYMBIOMON stands apart in its choice to
build and extend components developed using an existing HPC framework instead of building
everything from scratch. This design choice ensures that SYMBIOMON is more maintainable, offers
significantly more flexibility in resource allocation, and enables the user to toggle functionality as
needed freely. SYMBIOMON is currently available online for experimental use. This poster will be
presented in person in the poster session.

Datastore Design for Analysis of Police Broadcast Audio at Scale
Ayah Ahmad (University of California, Berkeley)

With policing coming under greater scrutiny in recent years, researchers have begun to more
thoroughly study the effects of contact between police and minority communities. Despite data
archives of hundreds of thousands of recorded Broadcast Police Communications (BPC) being



openly available to the public, a closer look at a large-scale analysis of the language of policing has
remained largely unexplored. While this research is critical in understanding a "pre-reflective"
notion of policing, the large quantity of data presents numerous challenges in its organization and
analysis.

We describe preliminary work toward enabling Speech Emotion Recognition (SER) in an analysis of
the Chicago Police Department's (CPD) BPC by demonstrating the pipelined creation of a datastore
to enable a multimodal analysis of composed raw audio files.

Regulating Traffic in a Crowded Cache: Overcoming the Container Explosion Problem
Kevin Gao (University of California, Berkeley)

Multi-user interactive computing services, such as Binder, dynamically create and deploy software
containers to provide customized execution environments with required system and language
dependencies. Unfortunately, container creation can be slow, making services unresponsive to
users, while caching leads to combinatorial explosion in the number of containers due to the infinite
possible combinations, versions, code changes, and users. We analyze 13,946,918 Binder launches
and explore caching strategies that consider various features, including package popularity, version
stability, recent use, and install time and size. We show that our methods can reduce total storage
consumption by 1-3% and creation time by 6-11% when compared with a least recently used
strategy.

Optimizing Deep Learning Material Interface Reconstruction
Valen Yamamoto (Lawrence Livermore National Laboratory)

Current material interface reconstruction methods provide inaccurate reconstructions; a neural
network provides more accurate reconstructions. The initial model architecture was too large to
provide the required throughput. Reducing the size of the model shows a smaller model could be
used and provide similar accuracy. The throughput of the reduced model reaches the target
throughput and increases throughput by 15x on NVIDIA A100 GPUs. Further work is being done
porting the full model to SambaNova systems.

Analyzing Software Cache Configuration for In-line Data Compression
Sansriti Ranjan (Clemson University)

In order to compute on or analyze larger data sets, application need access to large amounts of
DRAM memory. To increase the size of memory requires a costly hardware upgrade. Compressing



data structures stored in memory does not require hardware upgrades. Inline compression
compresses and decompress data needed by the application as it moves out and into it's working
set. Naïve inline compression compresses and decompresses for each memory access which
significantly hurts performance. Caching decompressed values in a software managed cache limits
the number of compression/decompression operations. The structure of the cache impacts the
performance of the application. In this poster, we build and utilize a compression cache simulator to
analyze various cache configurations for an application. We evaluate direct-mapped and set-
associative caches on five HPC kernels. Results show that as the cache size increases, the hit rate
increases. An increase in cache associativity also improves the hit rate.

Productive, Performant, and Parallel Generic Lossy Data Compression with LibPressio
Victoriana Malvoso (Clemson University)

Data compression is vital in scientific applications because it reduces the size of files. This is
important because running experiments on the data and storing it requires significantly less time
and memory. In an effort to create more efficiency, LibPressio was created as a single interface to
utilize multiple different compressors. This interface eliminates the need for generating large
amounts of code to be able to switch between compressors. This is useful because time spent
editing code could be used running more experiments. The goal of our testing is to evaluate metrics
when using LibPressio as compared to not using it to determine performance. We evaluate how
much LibPressio is able to reduce the size of the original file, as well as how long it takes to
compress the data. We also evaluate the parallel performance of LibPressio. These are assessed in
order to determine if the abstraction improves efficiency.

One Fish, Two Fish: Choosing Optimal Edge Topologies for Real-Time Autonomous Fish Surveys
Jonathan Tsen (Fatec Shunji Nishimura, Brazil; University of Chicago)

The oceans represent more than seventy percent of the Earth's surface, and marine ecosystems are
central to many global challenges. However, monitoring the environment through state-of-the-art
devices that require the use of GPUs presents unique challenges for the development of computer
vision, artificial intelligence, and cloud computing technologies that allow marine scientists to
collect and process data in greater volumes than ever before and offer solutions that can improve
the efficiency of real-time data acquisition and analysis to address complex biological and
ecological issues.

Using IU Jetstream for OpenMP Offloading and OpenACC Testsuites
Aaron M. Jarmusch (University of Delaware, Indiana University), Nolan Baker (University of



Delaware, Indiana University)

Researchers often run large scientific applications, which can take days to complete, from weather
models to arithmetic calculations. Using OpenMP or OpenACC is one way of accelerating
applications on large scale systems, thus reducing the time for completion. The OMP SOLLVE &
OpenACC validation and verification suites (V&V) test compliance of features’ implementation with
their definitions in the specification. Here, we use XSEDE’s cloud based HPC system, Jetstream,
which is available for many researchers and institutions. We present the outcome via the
corresponding V&V website. The V&V suites assist compiler vendors in their accordance to the
specification, and researchers in their decisions on compilers, computer systems and hardware. The
suites are updated regularly to keep up with the addition of features to OpenMP & OpenACC.

Performance Prediction of Large Data Transfers
Jason Cheung (Stony Brook University, Lawrence Berkeley National Laboratory (LBNL))

Scientific facilities around the world transfer terabytes of data to Berkeley Lab’s National Energy
Research Scientific Computing Center (NERSC) for processing. These large data transfers can cause
congestion on the computer network. To better manage these large transfers, we plan to predict
their expected transfer time using machine learning techniques. Through a careful study of traffic
logs (Tstat), we find an effective way of utilizing information from recently completed transfers to
improve the prediction accuracy by up to 30%.

Increasing Mini-Batch Size While Preserving Accuracy for Distributed Deep Learning
Marie McCord (Middle Tennessee State University, Oak Ridge National Laboratory (ORNL))

Data-parallel distributed training is an effective way to reduce training times for complex deep
learning models and large-scale datasets. In distributed training, each worker requires enough
work to justify the communication overhead and maintain a balanced computation-to-
communication ratio. This issue can be addressed by using large mini-batch sizes, which refer to the
size of the chunk of training data that is processed through the network during a single training
iteration. However, beyond a certain size limit, the benefits of large mini-batch sizes come at the
cost of accuracy. This research focuses on understanding the effects of large mini-batch sizes on
accuracy and the underlying training dynamics. The techniques of gradual warmup and linear
scaling of the learning rate were analyzed. There is evidence that the optimal number of warmup
epochs is linearly associated with mini-batch size, and linear scaling does not appear to impact
mini-batch sizes as large as 30K.



Delving Into the Abyss: A Distributed Decompression System for Indexing Compressed
Repositories
Ryan Wong (Northwestern University, University of Chicago)

Discovery and use of scientific data is dependent on descriptive metadata. Unfortunately, data lakes
often contain compressed data, which are difficult to index and automatically extract metadata from
due to storage and I/O constraints when inflating and processing recursively compressed data. Here
we describe Abyss, a system capable of indexing large amounts of recursively compressed data.
Abyss utilizes a function as a service architecture to execute decompression and crawling functions
across multiple compute endpoints, allowing Abyss to index data at scale and overcome storage
and I/O limitations. Abyss applies methods for predicting a file’s decompressed size and batching
files to remote endpoints to optimize indexing. We present a prototype implementation of Abyss
and demonstrate that it is capable of indexing real world and synthetic compressed data from a
9TB institutional repository.

Mitigating the Metadata Mess: Autonomous Metadata Extraction Pipelines for Large-Scale Data
Repositories
Matthew Chen (University of Illinois, University of Chicago), Erica Hsu (Carnegie Mellon University,
University of Chicago)

Many scientific repositories are rendered useless due to their enormous size (exceeding petabytes
of data across billions of files) and lack of descriptive metadata to aid discovery, understanding, and
use. Building on a distributed metadata extraction service, Xtract, we propose a scheduler designed
to optimize the amount of metadata extracted from large scientific repositories subject to finite
compute budgets. We accomplish this by leveraging machine learning models to predict the
likelihood that each metadata extractor can retrieve nonempty metadata from each file. We then
feed these probabilities along with other file attributes into a scheduler that maximizes metadata
yield over time. We demonstrate the viability of the scheduler on a real-world data repository and
show improved metadata extraction performance by measuring the metadata quality extracted as
the scheduler passes through each file extractor pair.
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Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning



Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.



Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads
moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU



offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case
study, quantum image processing using multi-spectral images is investigated in experiments.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in
system infrastructure and diverse workloads pose serious challenges to the traditional heuristic



approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

Accelerating I/O for Traditional HPC and Modern ML Workloads on Emerging HPC Systems
Wei Der Chien (KTH Royal Institute of Technology, Sweden)

In recent years, HPC systems have emerged as an attractive option to speed up large-scale
Machine Learning (ML) workloads. HPC systems can tremendously improve learning speed with
lots of GPUs and fast interconnect. However, ML workloads that are data-intensive differ
significantly from traditional HPC I/O. Popular ML frameworks are also not optimized for HPC
hardware. At the same time, the I/O subsystems in emerging HPC machines are becoming
increasingly heterogeneous (e.g. object storage, NVMe) and disaggregated (node-local storage). It
is unclear what is the most efficient way to leverage these emerging I/O systems for both traditional
HPC and emerging ML workloads. In this thesis, we tackle the challenges from two directions.
Firstly, we explore the challenges of I/O when running emerging ML workloads on existing HPC
hardware. To achieve this, we research and develop profiling tools that are coupled with ML
workloads. We illustrate how information from our tools is invaluable for I/O performance tuning
and the importance of co-designing I/O with underlying workloads. Secondly, we explore emerging
I/O subsystems. In particular, we focus on a disruptive solution called object storage. While widely
used in cloud applications, it is still unclear what is a suitable programming model for HPC
applications. We develop an object store emulator that supports parallel I/O to show that it can
tremendously improve I/O bandwidth comparing to shared-file collective I/O. Finally, to conclude
this work, we present our work-in-progress programming models for writing parallel shared-file
through disaggregated fast local storage and a near-storage ML preprocessing accelerator.

Holistic Performance Analysis and Optimization of Unified Virtual Memory
Tyler Allen (Clemson University)

High-performance computing systems have seen tremendous growth in theoretical performance



with the inclusion of Graphics Processing Units (GPUs) and other accelerators. The difficulty of
programming these systems has grown alongside the performance as programmers are required to
manage separate programming models for accelerators alongside traditional CPU resources. This
complexity was mitigated with the introduction of heterogeneous shared memory systems, such as
NVIDIA Unified Virtual Memory (UVM) and Heterogeneous Memory Management (HMM), to
replace the requirement of programmers to directly manage memory. These technologies reduce
programming complexity by managing the physical location of memory on behalf of the
programmer. However, there is a significant performance gap between heterogeneous shared
memory and directly-managed memory in modern systems, significantly reducing effective
application performance and the efficiency of the underlying HPC systems. While prior work has
taken steps to understand the high-level performance of these systems, the underlying
performance issues are not well understood and therefore challenging to resolve. In this work, we
introduce our methodology for deep investigation of UVM performance at the systems-software
and workload-generation level. This work will identify the fundamental costs within UVM,
including the fundamental costs of UVM systems software as well as the sources of overhead that
can be eliminated. Based on this initial performance study, we also investigate optimizations to
UVM to increase overall system performance and improve HPC application performance
automatically. Further, we seek to generalize these improvements and insights such that they can
be applied to other systems software and devices, such as HMM.

Memory-Centric 3D Image Reconstruction with Hierarchical Communications on Multi-GPU Node
Architecture
Mert Hidayetoglu (University of Illinois)

X-ray computed tomography is a commonly used technique for noninvasive imaging at synchrotron
facilities. Iterative tomographic reconstruction algorithms are often preferred for recovering high
quality 3D volumetric images from 2D X-ray images, however, their use has been limited to
small/medium datasets due to their computational requirements. In this work, we propose a high-
performance iterative reconstruction system for terabyte(s)-scale 3D volumes. Our design involves
three novel optimizations: (1) optimization of (back)projection operators by extending the 2D
memory-centric approach to 3D; (2) performing hierarchical communications by exploiting “fat-
node" architecture with many GPUs; (3) utilization of mixed-precision types while preserving
convergence rate and quality. We extensively evaluate the proposed optimizations and scaling on
the Summit supercomputer. Our largest reconstruction is a mouse brain volume with 9K×11K×11K
voxels, where the total reconstruction time is under three minutes using 24,576 GPUs, reaching 65
PFLOPS: 34% of Summit’s peak performance.

Performance Profiling, Analysis, and Optimization of GPU-Accelerated Applications



Keren Zhou (Rice University)

GPUs have emerged as a key component for accelerating applications in various domains, including
deep learning, data analytics, and scientific simulations. While GPUs provide superior compute
power and higher memory bandwidth than CPUs, writing efficient GPU code to achieve maximum
possible performance is challenging because of the sophisticated programming models and
architectural features. Performance tools for GPUs are designed to pinpoint performance
bottlenecks in GPU-accelerated applications and provide performance insights for users. Existing
performance tools, however, are insufficient to identify hotspots and provide insights for complex
applications. To address these challenges, we developed a collection of GPU performance tools to
measure, analyze, and optimize GPU-accelerated applications. Our GPU profiler employs
instruction sampling and instrumentation to collect a wide range of GPU metrics and adopts novel
wait-free data structures to coordinate performance monitoring and attribution with low overhead.
Our analysis tool constructs sophisticated GPU calling context to help users pinpoint hot GPU code.
To understand inefficiencies in hotspots, the analysis tool identifies problematic value patterns on
accessed memory addresses. Further, the analysis tool interprets performance metrics and analyzes
bottlenecks by attributing measured instruction stalls to their root causes and matching inefficient
code with optimization suggestions. To demonstrate the effectiveness of our tools, we studied
many deep learning and HPC applications. Guided by the insightful performance reports generated
by our tools, we identified performance hotspots, confirmed the issues with application developers,
and proposed optimizations. In this proposal, we summarize the work we have done so far and
describe plans for future work.
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Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)

We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art



DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.
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Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.
The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection
solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.
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Parallel Framework for Updating Large-Scale Dynamic Networks
Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the
entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with



distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.
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Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only
works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce
overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.
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FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the
algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.
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HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between
science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.
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Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong
University)

Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.
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Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific



Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.
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Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),
Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,
Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.
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Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)

The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.



In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.
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Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)

Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of
physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for
similar pattern of parallel applications.

Best Poster Finalist: no

Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are



often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.
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An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory
(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the
hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier
Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and



working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of
memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and
chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman
(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the



GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)

SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library
and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))

The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast



System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal
Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement
learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to
the framework, as well as improve upon these and existing agents using v-trace and prioritized
experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted



features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)

The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this
paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the
process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory
(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.



This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)

Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the
matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois
Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most



common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC
market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))

Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple
communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.

Best Poster Finalist: no



Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of
network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application
should either recover from the faulty state, or report the error and terminate gracefully.
Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system
exceptions. In all situations the code has worked properly.
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Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote



Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,
each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.
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Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun
(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)

Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In
this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.

Best Poster Finalist: no



SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code
translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.
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Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)

Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for
just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a
large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.
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Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)

Numerical simulations, such as finite elements, deal with both space and time discretizations of
fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,
speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines



Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high
performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented
fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats
Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence
Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build
relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship



building performance.
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Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-
GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results
show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are
not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent



microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We
show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.

Best Poster Finalist: no

A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is
proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed
solver is faster than the state-of-the-art solvers.

Best Poster Finalist: no

Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong
Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to



detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.

Best Poster Finalist: no

Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping
matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over
GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.

Best Poster Finalist: no

Heterogeneous Computing for Undergraduates: A Module-Driven Approach
Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer
science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.

Best Poster Finalist: no



8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron



star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of



variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.

Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production



machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.

10:30 am - 12:00 pm

Doctoral Showcase I Presentations

Session Description:

Operator Splittings on GPUs
Christoph Klein (Heidelberg University, Institute of Computer Engineering (ZITI))

Operator splittings are a successful method for the solution of parabolic partial differential
equations. In this thesis, the same ideas are applied for general sparse linear equation systems. For
general graphs, which are induced by the sparse matrix of the equation system, a parallel
segmentation algorithm is used to extract one-dimensional segments, and create appropriate
renumberings, such that the permuted subgraph has a tridiagonal form. With these tridiagonal
factors, multiplicative and alternating operator splittings are created and applied as preconditioners
in iterative solvers. The presented experiments with matrices from the Sparse Matrix Collection
show that the proposed preconditioners can achieve better convergence rate and performance than
state-of-the art preconditioners, like the ILU-ISAI implemented in the Magma library. The
tridiagonal factors are solved with the Recursive Partitioned Tridiagonal Schur Complement
Algorithm (RPTS), which was developed and implemented within the scope of this thesis. RPTS is a
hierarchically tridiagonal GPU solver with scaled partial pivoting, which runs at maximum GPU
memory bandwidth, and outperforms the numerically stable tridiagonal solver of cuSPARSE by
approximately factor 5 for large problem sizes.

Program Transformation for Automatic GPU-Offloading with OpenMP
Alok Mishra (Stony Brook University)

Thanks to its ability to manage large data parallelism with low power consumption, heterogeneous
GPU computing has risen in the past decade. However, writing an application for GPUs is an
intensive manual effort that may include re-engineering data structures, as well as modifying large
regions of code, to make effective use of the GPU’s computational power while keeping overheads



moderate. Directive based programming models, such as OpenMP, are an attractive approach due
to their productivity benefits. Yet, programmers using OpenMP confront various hurdles, including
programmability, data handling, and parallelism. In this research, we design and build a compiler
framework that can automatically discover OpenMP kernels, recommend several potential OpenMP
variants for offloading that kernel to the GPU, and using a novel static neural network-based
compile time cost model, predict and return the most optimal of those variants. We divide our
framework into 3 modules, each of which functions independently. Module 1 detects and analyzes
an OpenMP kernel and suggests several variants, by applying various potential code level
transformations, for offloading that kernel to a GPU. In module 2, we define COMPOFF, which
employs ML techniques (for the first time in OpenMP) to predict the Cost of OpenMP OFFloading
statically. In module 3, we modify the original source code using the analysis and prediction from
the other modules to modify the source code and returns newly generated code that supports GPU
offloading. Our preliminary findings indicate that our framework will aid scientists transfer their
programs to the new heterogeneous computing environment.

Toward Complete Emulation of Quantum Algorithms Using High-Performance Reconfigurable
Computing
Naveed Mahmud (University of Kansas)

Quantum computing, at its current nascent stage, has many critical problems that require
investigation. For instance, solving real-world problems require quantum circuits with large depth
which are difficult, often impossible to implement on a quantum computer due to decoherence
noise. More specifically, developing I/O-intensive quantum applications require large amount of
classical data to be transferred to the quantum domain. Performing classical-to-quantum (C2Q)
data-encoding requires deep, complex circuits. Current quantum devices have low qubit counts and
often produce faulty or noisy measurements, which results in heavy dependency on costly,
resource-hungry simulators. This work proposes a cost-effective, hardware-based emulation
methodology for quantum computation, using Field Programmable Gate Arrays (FPGA) technology.
The proposed methodology enables emulation of quantum computation with high-scalability, high-
accuracy, and high-throughput, compared to existing FPGA-based emulators. The emulation
framework includes C2Q data-encoding circuit models that are highly optimized, compared to
existing methods. The proposed emulation methodology allows investigating optimizations for
several important quantum algorithms such as Quantum Fourier Transform (QFT), Quantum
Grover’s Search (QGS), and Quantum Haar Transform (QHT). In addition, it facilitated developing
novel extensions to conventional QGS to enable search for dynamically changing data, as well as
developing decoherence-optimized circuits for QHT. Furthermore, a novel technique is presented
combining QHT and dynamic, multi-pattern QGS to perform dimension reduction for pattern
matching and recognition on high-resolution, spatio-spectral data. Emulation architectures are
designed and implemented on a high-performance reconfigurable computer (HPRC). As a case



study, quantum image processing using multi-spectral images is investigated in experiments.

1:30 pm - 3:00 pm

Doctoral Showcase II Presentations

Session Description:

Parallel Algorithms for Scalable Graph Mining : Applications on Big Data and Machine Learning
Naw Safrin Sattar (University of New Orleans)

Parallel computing plays a crucial role in processing large-scale graph data. Complex network
analysis is an exciting area of research for many applications in different scientific domains, e.g.,
sociology, biology, online media, recommendation systems, and many more. Machine/Deep learning
plays a significant role in working with big data in modern era. We work on a well-known graph
problem, community detection (CD). We design parallel algorithms for Louvain method for static
networks and show around 12-fold speedup. We also detect temporal communities in dynamic
networks representing social/brain/communication/citation networks in a more concrete way. We
present a shared-memory parallel algorithm for CD in dynamic graphs using permanence, a vertex-
based metric. We also show the change of communities in different time phases computing several
graph metrics based on their temporal definition. We present a scalable method for CD based on
Graph Convolutional Network (GCN) via semi-supervised node classification using PyTorch with
CUDA on GPU environment (4x performance gain).  Our model achieves up to 86.9% accuracy and
0.85 F1 Score on different real-world datasets from diverse domains. To extend our work on deep
learning, we provide a scalable solution to the Sparse Deep Neural Network (DNN) Challenge by
designing data parallel Sparse DNN using TensorFlow on GPU (4.7x speedup). We include the
applications of webspam detection from webgraphs (billions of edges) and sentiment analysis on
social network, Twitter (1.2 million tweets) to reveal insights about COVID-19 vaccination
awareness among the public to portray the importance of graph mining in our daily activities.

Intelligent Job Scheduling for Next Generation HPC Systems
Yuping Fan (Illinois Institute of Technology)

Both high performance computing (HPC) infrastructures and applications are undergoing significant
changes. The emerging HPC applications are not only compute-intensive, but also data- and
memory-intensive. To meet the diverse workload demands, new hardware components, such as
GPU and burst buffer, are incorporated into the next generation systems. However, existing HPC
job schedulers typically leverage simple heuristics to schedule jobs. The rapid development in



system infrastructure and diverse workloads pose serious challenges to the traditional heuristic
approaches. We propose an intelligent HPC job scheduling framework to address these emerging
challenges. Our research takes advantage of advanced machine learning and optimization
techniques to extract useful workload- and system-specific information and to further guide the
framework to make informative scheduling decisions under various system configuration and
diverse workloads. Our framework consists of three main components. The first component is job
runtime adjuster, which leverages a machine learning model to improve the accuracy of user-
provided job runtime estimates. The second component enhances multi-resource scheduling by
exploring multi-objective genetic algorithm. The third component enables the scheduler to
automatically learn efficient scheduling policies via reinforcement learning. Our proposed design
demonstrates significant performance improvements over the state-of-the-art schedulers under
various resources and applications settings.

TIGRA: A Tightly Integrated Generic RISC-V Accelerator Interface
Brad Green (Clemson University)

Field programmable gate array (FPGA) usage in HPC applications is growing with the need for
energy efficient and application specific accelerators. Currently, FPGAs are used to accelerate
algorithms using OpenCL with communication over a CPU bus (loosely coupled accelerators) or by
modifying existing architectures to incorporate custom logic directly with a CPU (tightly coupled
accelerators). However, only the loosely coupled paradigm is feasible to support a variety of
acceleration. In this work, we introduce TIGRA, a zero latency interface designed to provide the
benefit of tightly coupled FPGA accelerators without the developer burden of modifying the
underlying architecture, which can enable their usage in HPC. TIGRA is demonstrated on the simple
PicoRV32 RISC-V processor as a proof of concept for the interface. This is also extended to the
Rocket Chip Generator, a very feature robust CPU generator that more closely resembles
processors found in modern HPC systems. Both of these designs are tested by implementing the
PACoGen Posit arithmetic core generator and OpenCores tiny_aes 128-bit encryption designs in
the custom logic connected to the TIGRA interface. Each design verifies that TIGRA adds 0 latency
when executing in the CPU pipeline. Further verification was completed on AWS F1 instances with
FPGAs to prove the functionality on hardware beyond simulation.



Reception
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Monday, November 15th

7:00 pm - 9:00 pm

Gala Opening Reception

Session Description: SC21 will host its annual Grand Opening Gala in the Exhibit Hall. This will be
your first opportunity to see the latest high performance computing, networking, storage, analysis,
and research products, services, and innovations. This event is open to all Technical Program,
Exhibitors and Students@SC registrants.

Tuesday, November 16th

5:15 pm - 7:00 pm

Poster Reception

Session Description:

Poster Reception

The Posters Reception is an opportunity for attendees to interact with poster presenters, and
includes research and ACM Student Research Competition posters, Doctoral Showcase posters, as
well as the Scientific Visualization & Data Analytics Showcase.

Thursday, November 18th

6:00 pm - 9:00 pm

Technical Program Reception



Session Description: To thank our Technical Program attendees and to encourage continued
interactions, SC21 is hosting a conference reception for all Technical Program attendees at the St.
Louis City Museum (750 North 16th Street St. Louis, MO. 63103). Bus transportation will be
available for those attending the Technical Program Reception. If your hotel is over a half mile from
the America’s Center, the return bus will drop you off at your hotel. If your hotel is less than half a
mile from the America’s Center, the bus will drop you off at the America’s Center. Pick-Up:
America’s Center, Convention Plaza Entrance, 5:45 pm Drop-Off: America’s Center and select
hotels Technical Program badge required Masks required on buses



Research Posters
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Tuesday, November 16th

8:30 am - 5:00 pm

Research Posters Display

Session Description:

Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)

We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art
DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.

Best Poster Finalist: no

Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.



The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection
solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.

Best Poster Finalist: no

Parallel Framework for Updating Large-Scale Dynamic Networks
Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the
entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with
distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.

Best Poster Finalist: no

Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only



works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce
overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.

Best Poster Finalist: no

FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the
algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.

Best Poster Finalist: no

HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between



science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.

Best Poster Finalist: no

Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong
University)

Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.

Best Poster Finalist: no

Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific
Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.

Best Poster Finalist: no

Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),



Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,
Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.

Best Poster Finalist: no

Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)

The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.

In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.

Best Poster Finalist: no

Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)



Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of
physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for
similar pattern of parallel applications.
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Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are
often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.

Best Poster Finalist: no

An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory



(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the
hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier
Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and
working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of



memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and
chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman
(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the
GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)



SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library
and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))

The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast
System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal



Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement
learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to
the framework, as well as improve upon these and existing agents using v-trace and prioritized
experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted
features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)



The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this
paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the
process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory
(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.
This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)



Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the
matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois
Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most
common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC



market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))

Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple
communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.
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Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of



network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application
should either recover from the faulty state, or report the error and terminate gracefully.
Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system
exceptions. In all situations the code has worked properly.
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Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote
Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,



each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.
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Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun
(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)

Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In
this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.
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SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code



translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.
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Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)

Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for
just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a



large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.
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Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)

Numerical simulations, such as finite elements, deal with both space and time discretizations of
fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,
speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines
Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high



performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented
fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats
Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence
Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build
relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship
building performance.
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Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-



GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results
show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are
not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent
microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We



show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.
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A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is
proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed
solver is faster than the state-of-the-art solvers.

Best Poster Finalist: no

Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong
Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to
detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.
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Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping



matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over
GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.
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Heterogeneous Computing for Undergraduates: A Module-Driven Approach
Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer
science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.
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Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)

We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art
DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.
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Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.
The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection



solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.
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Parallel Framework for Updating Large-Scale Dynamic Networks
Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the
entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with
distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.
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Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only
works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce



overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.
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FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the
algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.
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HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between
science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.
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Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong
University)

Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.
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Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific
Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.
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Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),
Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,



Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.
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Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)

The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.

In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.
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Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)

Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of



physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for
similar pattern of parallel applications.
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Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are
often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.
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An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory
(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the



hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier
Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and
working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of
memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and



chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman
(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the
GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)

SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library



and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))

The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast
System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal
Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement



learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to
the framework, as well as improve upon these and existing agents using v-trace and prioritized
experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted
features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)

The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this



paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the
process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory
(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.
This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)

Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the



matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois
Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most
common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC
market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))

Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple
communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.

Best Poster Finalist: no

Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of
network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application
should either recover from the faulty state, or report the error and terminate gracefully.
Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system
exceptions. In all situations the code has worked properly.
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Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote
Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,
each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.
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Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun
(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)

Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In
this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.
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SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code
translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.
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Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)

Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for
just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a
large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.
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Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)

Numerical simulations, such as finite elements, deal with both space and time discretizations of
fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,
speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines
Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high
performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented



fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats
Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence
Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build
relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship
building performance.
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Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-
GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results



show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are
not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent
microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We
show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.
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A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is
proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed
solver is faster than the state-of-the-art solvers.
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Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong
Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to
detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.
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Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping
matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over



GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.
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Heterogeneous Computing for Undergraduates: A Module-Driven Approach
Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer
science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.
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Code Generation and Optimization for Deep-Learning Computations on GPUs via Multi-
Dimensional Homomorphisms
Richard Schulze (University of Muenster), Ari Rasch (University of Muenster), Sergei Gorlatch
(University of Muenster)



We present our work-in-progress code generation and optimization approach for DL computations
based on the algebraic formalism of multi-dimensional homomorphisms (MDH). We show that
popular DL computations can be expressed in the MDH formalism, thereby exploiting the already
existing MDH GPU code generation and optimization approach which so far has not been focused
on DL. Furthermore, we show that the MDH formalism is more expressive than the state-of-the-art
DL abstractions (e.g., as provided by TensorFlow): for example, MDH can express multiple DL
computations (e.g., multiple element-wise computations) as a single MDH expression, enabling
MDH optimizations (like tiling and parallelization) across the computations. Our experiments
confirm that our MDH-based approach achieves better performance than the state-of-the-art,
including Apache TVM and Facebook’s TC.
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Learning-Based Content Delivery in 5G-Enabled Multi-Access Edge Computing
Erfan Farhangi Maleki (University of Delaware), Weibin Ma (University of Delaware), Lena
Mashayekhy (University of Delaware), Humberto La Roche (Cisco Systems)

The demand for content such as multimedia services with high performance (e.g., ultra-low latency)
requirements has increased significantly, posing heavy backhaul congestion in mobile networks.
The integration of multi-access edge computing (MEC) and 5G network is an emerging solution
that alleviates the backhaul congestion to meet the required network performance for user
equipment (UE). Uncertainties due to user mobility, however, cause the most challenging barrier in
deciding optimal content routes from edge application servers (EASs) to UEs, defined as the 5G
component selection problem. To this aim, we propose a novel learning-based component selection
solution for high-performance content delivery in 5G-enabled MEC that leads to minimum latency
by reducing frequent handovers.
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Parallel Framework for Updating Large-Scale Dynamic Networks
Sudharshan Srinivasan (University of Oregon), Aashish Pandey (University of North Texas),
Arindam Khanda (Missouri University of Science and Technology), Sriram Srinivasan (Virginia
Commonwealth University), Sajal Das (Missouri University of Science and Technology)

Analysis of large-scale dynamic networks is vital for understanding the relationship between
entities that constantly change over time. Unfortunately, existing algorithms for identifying graph
properties are optimized for static networks and resort to recomputing those properties over the



entire network every time it evolves. To combat this problem, we introduce a parallel framework in
this poster that efficiently updates the network properties as the structure changes in time through
edge insertions or deletions. Our framework implements four parallel algorithms for identifying
graph properties, namely: strongly connected components (SCC); single source shortest path
(SSSP), minimum spanning tree (MST); and page rank on dynamic networks. All four
implementations are enabled with shared-memory parallelism, while SCC is also enabled with
distributed memory parallelism for improved memory utilization and SSSP is implemented on an
NVIDIA GPU platform to leverage the data parallelism.
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Chaining Multiple Tools and Libraries Using Gotcha
Yiheng Xu (University of Maryland), Kathryn Mohror (Lawrence Livermore National Laboratory),
Hariharan Devarajan (Lawrence Livermore National Laboratory), Cameron Stanavige (Lawrence
Livermore National Laboratory), Abhinav Bhatele (University of Maryland)

In HPC, it is common to use tools to understand the performance of applications. Users often want
to run applications linked with multiple performance tools to complement each other, as tools may
record different information. Many tools operate by intercepting application function calls with
"wrapper functions" that perform performance measurement tasks. This approach, however, only
works for using one tool at a time. Using multiple tools that intercept a common set of functions in
the same run can lead to erroneous results.

In this work, we enable multiple tools to measure a single application execution together utilizing a
library called Gotcha. With our approach, we can use multiple tools in the same run to reduce
overheads of running the application repeatedly and to produce more temporally aligned profiles
from each of the tools. We present our work in making two I/O performance tools, Recorder and
Darshan, Gotcha enabled.
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FPGA-Accelerated Ripples
Reece Neff (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest
National Laboratory (PNNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)),
Michela Becchi (North Carolina State University)

Influence Maximization is an important graph algorithm that is gaining traction in areas where
social networks and other related graphs are processed and analyzed. The long runtime of the



algorithm opened the door for optimizations, but is challenging to parallelize and port onto novel
architecture due to its irregular and memory-hungry behavior. Our work implements influence
maximization on the Xilinx Vitis Unified Software Platform for FPGA in a heterogeneous work
sharing CPU-FPGA system. Our preliminary testing shows up to a 3.96x speedup while consuming
up to 5.15x less energy than a CPU-only implementation.
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HDF5 VOL Connector to Apache Arrow
Jie Ye (Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology), Xian-He
Sun (Illinois Institute of Technology)

Apache Arrow is widely used in Big Data Analysis and Cloud Computing Area because of its
standardized in-memory column format. It is a columnar, in-memory data representation that
enables analytical systems and data sources to exchange and process data in real-time. It could
create an in-memory column store that can be used to manage streamed data. Most science
applications store and access their data through HDF5. However, HDF5 is inefficient in accessing
column-oriented data streams. Accessing Apache Arrow data through HDF5 calls would allow
applications to take advantage of these transient, column-oriented data streams, such as real-time
data from high-speed scientific instruments and cameras. Moreover, bridging the gap between
science applications and analytic tools that use HDF5 and Apache Arrow data could bring new
kinds of data together. Therefore, this work introduces an HDF5 VOL connector that allows
applications to access Apache Arrow data through native HDF5 calls.
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Fargraph: Optimizing Graph Workload on RDMA-Based Far Memory Architecture
Jing Wang (Shanghai Jiao Tong University), Chao Li (Shanghai Jiao Tong University), Taolei Wang
(Shanghai Jiao Tong University), Lu Zhang (Shanghai Jiao Tong University), Pengyu Wang (Shanghai
Jiao Tong University), Junyi Mei (Shanghai Jiao Tong University), Minyi Guo (Shanghai Jiao Tong
University)

Disaggregated architecture brings new opportunities to memory-consuming applications like graph
analytics. It allows one to outspread memory access pressure from local to far memory, providing
an attractive alternative to disk-based processing. In this paper, we take the first step to analyze the
impact of graph processing workload on disaggregated architecture. We design Fargraph, a far
memory coordination strategy for enhancing graph processing workloads on top of an RDMA-
based far memory system.
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Breadth-First Search on Xilinx Versal
Guilherme Prado Alves (Pacific Northwest National Laboratory (PNNL)), Marco Minutoli (Pacific
Northwest National Laboratory (PNNL)), Mehmet Belviranli (Colorado School of Mines), Antonino
Tumeo (Pacific Northwest National Laboratory (PNNL))

The new Xilinx Versal Platform provides a highly heterogeneous system to programmers. How
these diverse resources can be utilized effectively is an open question. This project implements
breadth-first search (BFS) on this platform, utilizing all available regions to accelerate this
workload. This is accomplished by representing BFS as a matrix-vector multiplication in the
Boolean semiring, allowing for more regular memory access patterns.
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Open-Source High-Performance Computing for Applications in Engineering: DEM, SPH and Multi-
Agent Vehicle Simulations with Project Chrono
Ruochun Zhang (University of Wisconsin, Madison), Wei Hu (University of Wisconsin, Madison),
Simone Benatti (University of Wisconsin, Madison), Luning Fang (University of Wisconsin,
Madison), Jason Zhou (University of Wisconsin, Madison), Lijing Yang (University of Wisconsin,
Madison), Asher Elmquist (University of Wisconsin, Madison), Jay Taves (University of Wisconsin,
Madison), Aaron Young (University of Wisconsin, Madison), Colin Heuvel (University of Wisconsin,
Madison), Radu Serban (University of Wisconsin, Madison), Dan Negrut (University of Wisconsin,
Madison)

This poster touches on three HPC-related research thrusts based on Project Chrono. Chrono::GPU
and Chrono::FSI leverage GPU computing to accelerate large-scale granular dynamic simulations
(based on DEM and SPH respectively), while SynChrono exploits MPI to support real time multi-
agent autonomous vehicle simulations.
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Parallel GRB Source Localization Pipelines for the Advanced Particle-Astrophysics Telescope
Marion Sudvarg (Washington University in St. Louis), Jacob Wheelock (Washington University in St.
Louis), Jeremy Buhler (Washington University in St. Louis), James Buckley (Washington University
in St. Louis), Wenlei Chen (University of Minnesota)



The Advanced Particle-astrophysics Telescope (APT) is a planned space-based observatory to
survey the entire sky for gamma-ray bursts (GRBs). It seeks to promptly detect these transient
events, then communicate with narrow-band instruments for follow-up observations. To this end,
we are developing analytical methods for real-time detection and localization of GRBs, targeting
computing hardware that might fly onboard the orbiting platform.

In prior work, we implemented a three-stage software pipeline on a low-powered ARM CPU. In this
work, we present GPU-accelerated algorithms for the last two pipeline stages, measure execution
times on an NVIDIA GeForce RTX 2080, then apply a scaling factor to estimate performance on a
10-watt NVIDIA Jetson NX Xavier board. For the second stage, we demonstrate an estimated
speedup of 3-3.5x over the CPU implementation for large datasets. For the third stage, we
demonstrate that GPU acceleration significantly slows the increase of execution time with input
size.
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Accelerating Parallel Monte Carlo Simulations for Statistical Physics: Portability on Many-Core
Processors
Naw Safrin Sattar (University of New Orleans), Ying-Wai Li (Los Alamos National Laboratory)

Monte Carlo (MC) simulations are important tools for studying thermodynamics and materials
properties at finite temperature. Scaling up to larger systems allows for simulations comparable to
experimental length scale. In this work, we focus on improving the weak scaling performance to
simulate large magnetic spin systems up to millions of atoms. We parallelize the computation of
physical observables within a single random walker using checkerboard domain decomposition
implemented with OpenMP and compare the performance of the same code base on different
many-core processors. We analyze the effects of thread affinity and hyper-threading on the runtime
performance and achieve 14x/12x/6x speedups for Arm/Intel/AMD architectures respectively for
the largest system we report in this work (about 4.2 millions spins). This study is helpful in
informing end-users on the choice of the best multi-core architecture suited to their needs for
similar pattern of parallel applications.
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Hardware Acceleration of Complex Machine Learning Models through Modern High-Level
Synthesis
Serena Curzel (Polytechnic University of Milan, Pacific Northwest National Laboratory (PNNL)),



Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Fabrizio Ferrandi (Polytechnic
University of Milan)

Machine learning algorithms continue to receive significant attention from industry and research. As
the models increase in complexity and accuracy, their computational and memory demands also
grow, pushing for more powerful, heterogeneous architectures; custom FPGA/ASIC accelerators are
often the best solution to efficiently process large amounts of data close to the sensors in large-
scale scientific experiments. Previous works exploited high-level synthesis to help design dedicated
compute units for machine learning inference, proposing frameworks that translate high-level
models into annotated C/C++. Our proposal, instead, integrates HLS in a compiler-based tool flow
with multiple levels of abstraction, enabling analysis, optimization and design space exploration
along the whole process. Such an approach will also allow to explore models beyond multi-layer
perceptrons and convolutional neural networks (which are often the main target of "classic" HLS
frameworks), for example to address the different challenges posed by sparse and graph-based
neural networks.
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An Interactive GPU Metric Dashboard for HPC clusters
Wentao Shi (Louisiana State University), Brandon Cook (Lawrence Berkeley National Laboratory
(LBNL)), Arghya Chatterjee (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke
(Lawrence Berkeley National Laboratory (LBNL))

Scaling up programs to run at the scale of a modern high-performance computing (HPC) center can
be a daunting task. One of the first questions developers ask is: “Is my program using all the
hardware available?” Many tools can extract detailed performance data on applications. But the
level of detail that these tools deliver comes at a cost: significant resource and time must be
invested in collecting and analyzing such performance data. But to answer a question like: “Am I
using all four GPUs per node?”: this level of detail is overkill. So, this project aims to provide the
developer a user-friendly application to have a peek in their program’s GPU utilization.
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Towards Optimal Graph Coloring Using Rydberg Atoms
Giacomo Vitali (Advanced Computing and Applications LINKS Foundation), Paolo Viviani (Advanced
Computing and Applications LINKS Foundation), Chiara Vercellino (Advanced Computing and
Applications LINKS Foundation), Andrea Scarabosio (Advanced Computing and Applications LINKS
Foundation), Alberto Scionti (Advanced Computing and Applications LINKS Foundation), Olivier



Terzo (Advanced Computing and Applications LINKS Foundation), Edoardo Giusto (Polytechnic
University of Turin), Bartolomeo Montrucchio (Polytechnic University of Turin)

Quantum mechanics is expected to revolutionize the computing landscape in the near future.
Among the many candidate technologies for building universal quantum computers, Rydberg
atoms-based systems stand out for being capable of performing both quantum simulations and
working as gate-based universal quantum computers while operating at room temperature through
an optical system. Moreover, they can potentially scale up to hundreds of quantum bits (qubits). In
this work, we solve a Graph Coloring problem by iteratively computing the solutions of Maximal
Independent Set (MIS) problems, exploiting the Rydberg blockade phenomenon. Experimental
results using a simulation framework on the CINECA Marconi-100 supercomputer demonstrate the
validity of the proposed approach.
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Analyzing Complex Memory Systems
Neil Butcher (University of Notre Dame)

Several recent systems in the Top500 include many-core chips with complex memory systems,
including multiple memory channels. Many many-core chips feature an intermediate layer of
memory with higher bandwidth and lower capacity then main memory. Intermediate memory exists
either in a cache or a separate address space.

This paper uses Intel's Knights Landing (KNL) processor as a testbed, it includes both intermediate
memory and multiple architectural knobs to adjust affinity. We present cache-oblivious and
chunking algorithms for sort, matrix-multiply and Fast Fourier Transforms (FFT), and compare to
state of the art codes. Experimenting with a wide range of problem types and algorithmic solutions
gives insight into how affinity can affect performance. Chunking often achieves low utilization of the
memory system as the cost of adding threads to move data outweighs the benefit of improved
bandwidth. The results achieved with straightforward cache-oblivious codes are competitive with
state-of-the-art codes.
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Support in OpenMP for Multi-GPU Parallelism
Raul Torres (Barcelona Supercomputing Center (BSC)), Vivek Kale (Brookhaven National
Laboratory), Abid Malik (Brookhaven National Laboratory), Tom Scogland (Lawrence Livermore
National Laboratory), Roger Ferrer (Barcelona Supercomputing Center (BSC)), Barbara Chapman



(Stony Brook University)

Nodes of emerging supercomputers have multiple GPUs, i.e., a multi-GPU, on them. Applications
are often parallelized across the GPUs of a multi-GPU using MPI, but a more performant and
portable solution for parallelizing across the GPUs is needed. OpenMP, which is used to parallelize
computation within a multi-core or a GPU, could facilitate parallelization of computation across the
GPUs in a performant and portable way through, e.g., low memory requirements compared to MPI
and directive-based parallelization. In this work, we present a solution that provides support in
OpenMP for parallelizing an application across GPUs of a multi-GPU through language extensions
and compiler optimizations developed in LLVM's OpenMP implementation. Preliminary
experimentation of our solution using the Stream benchmark on a cluster’s node having four GPUs
suggests that our approach can be a performant, portable and easy-to-use solution for application
programmers to harness the computational power of the GPUs of a node.
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Towards a Scalable and Distributed High-Performance SHAD C++ library
Nanmiao Wu (Louisiana State University), Vito Giovanni Castellana (Pacific Northwest National
Laboratory (PNNL)), Hartmut Kaiser (Louisiana State University)

SHAD is the Scalable High-performance Algorithms and Data-structures C++ library, providing
general purpose building blocks and supporting high-level custom utilities. SHAD is designed with
scalability, flexibility, productivity and portability in mind, and serves as a playground for research in
parallel programming models, runtime systems and their applications. SHAD's portability is
achieved through the abstract runtime interface, which decouples the upper layers of the library
and hides the low level details of the underlying architecture. This layer enables SHAD to be
supported by different platforms, via different runtimes, e.g., Intel TBB and global memory and
threading (GMT). Current backends targeting distributed systems, however, rely on a centralized
controller which limits scalability up to hundreds of nodes. In this research, we explore the
scalability and performance of SHAD when interfacing with HPX, the C++ standard library for
parallelism and concurrency, as the underlying backend.
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Multiple Same Level and Telescoping Nesting in GFDL’s FV3
Joseph Mouallem (Princeton University, Geophysical Fluid Dynamics Laboratory (NOAA)), Rusty
Benson (Geophysical Fluid Dynamics Laboratory (NOAA)), Lucas Harris (Geophysical Fluid
Dynamics Laboratory (NOAA))



The current two-way, single nest capability in the FV3 dynamical core, used in weather and climate
applications by a diverse group of institutions and organizations, is upgraded with the capability to
employ multiple same-level nests as well as telescope, or embed, the various nests within each
other. In particular, this capability has been much anticipated by the Unified Forecast System (UFS),
from which the National Weather Service (NWS) draws to build the operational Global Forecast
System (GFS). Grid nesting adds a refined grid over an area of interest to better resolve small-scale
flow features necessary to accurately predict special weather events such as severe storms and
hurricanes. The latest developments in the dynamical core, FV3, developed at GFDL allow
concurrent execution of multiple same-level and telescoping nested grids. An overview of the
nesting technique and code performance within the GFDL's atmosphere model SHiELD is
presented.
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Optimizing and Extending the Functionality of EXARL for Scalable Reinforcement Learning
Sai Chenna (Los Alamos National Laboratory, University of Florida), Katherine Cosburn (Los Alamos
National Laboratory, University of New Mexico), Uchenna Ezeobi (Los Alamos National Laboratory;
University of Colorado, Colorado Springs), Maxim Moraru (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Jamal
Mohd-Yusof (Los Alamos National Laboratory), Robert Pavel (Los Alamos National Laboratory),
Vinay Ramakrishnaiah (Los Alamos National Laboratory), Andrew Reisner (Los Alamos National
Laboratory), Karen Tsai (Los Alamos National Laboratory)

Easily eXtendable Architecture for Reinforcement Learning (EXARL) is a scalable reinforcement
learning framework, part of the Exascale Computing Project (ECP) funded ExaLearn program,
designed to facilitate reinforcement learning (RL) research for complex scientific environments. In
RL, agents are algorithms that interact and learn from an environment, such as a game or a
scientific simulation, with an aim to maximize reward. We improve the existing EXARL framework
by optimizing and extending the current functionality by incorporating additional agents, such as
Advantage Actor-Critic (A2C/A3C) and Twin Delayed Deep Deterministic Policy Gradient (TD3) to
the framework, as well as improve upon these and existing agents using v-trace and prioritized
experience replay. We also improve the scalability of the framework by optimizing communication
across multiple learners and between actors and learners, as well as accelerate the data generation
pipeline of the Deep Q-Network (DQN) agent by leveraging environment processes.
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Detecting Network Intrusion Anomalies through Egonet-Based Data Mining with Apache Spark
Nathan Paik (Pomona College), Se Ho Kwak (Pomona College), Enyue Lu (Salisbury University)

Network intrusions often contain dangerous breaches to network security systems and their data.
We design an anomaly detection system to identify network intrusions. Our proposed detection
method is inspired by the use of egonets in the oddball algorithm but differs by the extracted
features and the anomaly classification procedure. The detection process follows the generalized
design: create a k-nearest-neighbors graph from a network dataset; extract each node’s egonet’s
edge weights, number of edges, and total eigenvector centrality sum; compare each node’s
egonet’s features through pairwise comparisons; and define a median “truth” line from the
comparison and label nodes as anomalous based on their distance from the line. We have achieved
an anomaly detection accuracy score of up to 92.9% with the eigenvector centrality score vs. edge
weight feature comparison. We parallelize our algorithm by implementing Resilient Distributed
Datasets in Apache Spark.
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Padding to Extend the Bruck Algorithm for Non-Uniform All-to-All Communication
Ke Fan (University of Alabama, Birmingham), Thomas Gilray (University of Alabama, Birmingham),
Sidharth Kumar (University of Alabama, Birmingham)

The latency of the standard MPI_Alltoallv implementations is linear in the number of processes.
Such linear complexity performs poorly when applications are deployed on millions of cores for
short messages, which is dominated by latency. Bruck's algorithm is a classic logarithm algorithm
for uniform all-to-all communication. It fails, however, to support messages of varying sizes. In this
paper, we present the Padded Bruck algorithm, a natural extension strategy for applying Bruck’s
algorithm to non-uniform all-to-all communication by transforming it into uniform all-to-all
communication. We also analyze several variants of Bruck’s algorithm and investigate the
underlying causes of their behavior, with the ultimate goal of gaining insights that can be applied to
our Padded Bruck algorithm. When compared to Cray’s MPI_Alltoallv, our evaluation shows that
our algorithm outperforms in most cases if the message size is less than 1024 bytes and the
process count is smaller than 8192.
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GASNet-EX Memory Kinds: Support for Device Memory in PGAS Programming Models
Paul H. Hargrove (Lawrence Berkeley National Laboratory (LBNL)), Dan Bonachea (Lawrence
Berkeley National Laboratory (LBNL)), Colin A. MacLean (Lawrence Berkeley National Laboratory



(LBNL)), Daniel Waters (Lawrence Berkeley National Laboratory (LBNL))

There is an emerging need for adaptive, lightweight communication in irregular HPC applications at
exascale, where GPU accelerators provide the majority of available compute cycles. To address this
need, Lawrence Berkeley National Lab is developing a programming system to support distributed-
memory HPC application development using the Partitioned Global Address Space (PGAS) model.
This work includes two major components: UPC++ and GASNet-EX. UPC++ is a C++ template
library providing remote memory access (RMA) and remote procedure call (RPC) communication
interfaces. GASNet-EX is a portable, high-performance communication middleware library, used by
the implementations of UPC++ and many other PGAS programming models. We describe recent
advances in GASNet-EX to efficiently implement zero-copy RMA communication to and from
memory on accelerator devices such as GPUs. We demonstrate performance improvements via
benchmark results from UPC++ (on Summit) and the Legion programming system (on DGX-1), both
using GASNet-EX for communication.
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Hashed-Coordinate Storage of Sparse Tensors
Robert Lowe (Southeast Missouri State University), MeiLi Charles (University of Tennessee,
Knoxville), Amritpreet Singh (Southeast Missouri State University)

Tensors, or n-way arrays, are becoming increasingly important in many fields. In recent applications,
tensors are extremely sparse and have such a high degree that dense storage becomes intractable.
To address this, several sparse storage formats have been proposed, with most formats being some
variation of coordinate-based storage, or COO. These formats are created to optimize the
matricized-tensor-times-Khatri-Rao product (MTTKRP) operation, which they often achieve at the
expense of insertion complexity. This paper presents a new hash-based format called HaCOO.
HaCOO provides the same speed of insertion and access as is found in dense arrays while storing
only non-zero values. This improves upon existing sparse formats by providing efficiency in both
decomposition and other tensor operations.
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Feature Reduction of Darshan Counters Using Evolutionary Algorithms
Neeraj Rajesh (Illinois Institute of Technology), Quincey Koziol (Lawrence Berkeley National
Laboratory (LBNL)), Suren Byna (Lawrence Berkeley National Laboratory (LBNL)), Houjun Tang
(Lawrence Berkeley National Laboratory (LBNL)), Jean Luca Bez (Lawrence Berkeley National
Laboratory (LBNL)), Anthony Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois



Institute of Technology)

Feature reduction is an integral part of data preparation in machine learning. It helps denoise the
data and makes it easier to fit the model. Predicting the performance of an application using
Darshan counters can be tricky due to the large amount of data available, with not all of them being
pertinent to predicting the I/O performance. There exist methods for feature reduction, the most
common being recursive feature elimination (RFE). The RFE method aims to correlate the features
to a specific data point. We aim to get a subset of features that are able to distinguish between the
different applications, then compare the effectiveness of the subset by creating a model to predict
I/O performance. We then aim to compare that with a similar model created with all the features
and with a subset of features determined using RFE implemented on Scikit Learn.
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RIKEN CGRA: Data-Driven Architecture as an Extension of Multicore CPU for Future HPC
Boma Adhi (RIKEN Center for Computational Science (R-CCS)), Takuya Kojima (Keio University,
Tokyo), Yiyu Tan (RIKEN Center for Computational Science (R-CCS)), Artur Podobas (KTH Royal
Institute of Technology, Sweden), Kentaro Sano (RIKEN Center for Computational Science (R-CCS))

A coarse-grained reconfigurable array (CGRA) is currently gaining momentum to enter the HPC
market as deep-learning accelerators due to its potential for performance scalability and energy
efficiency. Traditionally, the usage of CGRA was limited in embedded systems to provide extra
computing performance with low power consumption. This poster describes our research journey to
find what it takes for CGRA to become an ideal HPC accelerator.
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Core-Idling on MPI Intra-Node Communication Channels for Energy Efficiency
Keon-Woo Kim (Konkuk University, South Korea), Hyun-Wook Jin (Konkuk University, South Korea),
Eun-Kyu Byun (Korea Institute of Science and Technology Information (KISTI))

Busy-waiting used to implement parallel programming models can provide low latency but at the
expense of energy. There have been several studies to enhance the energy efficiency of MPI
libraries and applications by lowering the CPU speed during busy-waiting or turning off CPU
components. While most studies have focused on prediction-based schemes that determine to
enter an energy-saving mode, a redesign of the MPI library for better supports for suspending and
resuming processes over multiple communication channels has been paid less attention. In this
study, we suggest a signaling-based core-idling approach for energy efficient MPI over multiple



communication channels. Our preliminary implementation supports intra-node communication
channels, such as shared memory and memory mapping. The performance measurement results
show that our preliminary implementation can reduce the energy consumption of NPB up to 12% in
the undersubscribed case and 91% in the oversubscribed case on a NUMA-based system.
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Performance Analysis of Containerized OrangeFS in HPC Environment
Izzet Yildirim (Illinois Institute of Technology), Meng Tang (Illinois Institute of Technology), Anthony
Kougkas (Illinois Institute of Technology), Xian-He Sun (Illinois Institute of Technology)

Containerization is on the rise in cloud computing due to its benefits in reproducibility, portability
and lightweight properties. The need for scalable and reproducible products and the necessity to
interoperate on everything from local machines to large-scale HPC resources have made HPC
solutions adopt containers expeditiously. The necessity of developing HPC-focused containers,
however, appeared from various scaling and security issues of general-purpose containers such as
Docker. This paper specifically examines the I/O performance of different HPC-focused container
solutions on OrangeFS, a parallel storage system. Our analysis shows that Singularity covers
almost all aspects, from mobility to security concerns, with an almost perfect score. On the other
hand, LXC falls behind at I/O performance, whereas Docker registers an unnecessary amount of
network packets under the same workload. Our aim is to provide such insights to HPC practitioners
so that they can obtain the best I/O performance in their solutions.
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Handling C++ Exceptions in MPI Applications
Jiri Jaros (Brno University of Technology, Czech Republic)

Handling error states in C++ applications is managed by exceptions. In distributed applications, it is
necessary to inform the other processes, that something wrong happened, and the application
should either recover from the faulty state, or report the error and terminate gracefully.
Unfortunately, the MPI standard does not provide any support for distributed error handling.

This poster presents a new approach for exceptions-handling in MPI applications. The goals are: to
report any faulty state to the user in a nicely formatted way by just a single rank; to ensure the
application will never deadlock; and to propose a simple interface and ensure interoperability with
other C/C++ libraries. The code was tested with several injected errors into multiple ranks such as
non-existing input file, disk quota exceeded, wrong rank in the MPI call and standard system



exceptions. In all situations the code has worked properly.
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Monitoring Urban Changes with Ensemble of Neural Networks and Deep-Temporal Remote
Sensing Data
Georg Zitzlsberger (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava, Czech
Republic), Michal Podhoranyi (IT4Innovations, Czech Republic; VSB – Technical University of
Ostrava, Czech Republic), Václav Svatoň (IT4Innovations, Czech Republic; VSB – Technical
University of Ostrava, Czech Republic), Milan Lazecký (IT4Innovations, Czech Republic; University of
Leeds), Jan Martinovič (IT4Innovations, Czech Republic; VSB – Technical University of Ostrava,
Czech Republic)

Urban change detection with remote sensing data covers a wide field of applications like
understanding socio-economic impacts, identifying new settlements, or analyzing trends of urban
sprawl. It is used for decades. Analyses, however, are usually carried out manually by selecting
high-quality samples, restricted to small scale scenarios either temporarily limited or with low
spatial or temporal resolution. To process a large amount of available remote sensing observations
for a selected period, we propose a fully automated method to train an ensemble of neural
networks, without the need to manually select samples. We consider two eras with three sites,
each with at least 500 km^2, and deep observation time series with hundreds up to over a
thousand combined synthetic aperture radar (SAR) and multispectral optical observations. In order
to train such large data sets, we apply data-parallel deep learning with Horovod and multiple
NVIDIA Tesla V100 GPUs.
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Utilizing Persistent Memory in Parallel I/O Libraries
Luke Logan (Illinois Institute of Technology), Jay Lofstead (Sandia National Laboratories), Scott Levy
(Sandia National Laboratories), Patrick Widener (Sandia National Laboratories), Xian-He Sun
(Illinois Institute of Technology), Anthony Kougkas (Illinois Institute of Technology)

Scientific applications use parallel I/O (PIO) libraries to manage the complexity of I/O to distributed
storage efficiently. PIO libraries, however, have not adequately adapted to the emergence of
persistent memory (PMEM), which provides comparable performance to DRAM. They interact with
PMEM using either POSIX or MPI-IO, which forces unnecessary network communications and data
copies to occur when PMEM is available. In addition, PIO libraries introduce complicated APIs and
configuration spaces that cause significant burden on programmers to store basic data structures. In



this work, we explore the use of memory mapping as an alternative to POSIX and MPI-IO for
interacting with PMEM through pMAP: a lightweight I/O library with a simplistic key-value store
interface. We demonstrate that our approach can yield up to 2x improvement in performance over
other popular PIO libraries by eliminating unnecessary data copies and network communications.
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SODA-OPT: System-Level Design in MLIR for HLS
Nicolas Bohm Agostini (Pacific Northwest National Laboratory (PNNL), Northeastern University),
David Kaeli (Northeastern University), Antonino Tumeo (Pacific Northwest National Laboratory
(PNNL))

High-level-synthesis (HLS) enables the generation of hardware descriptions from applications
implemented with high-level languages. State-of-the-art tools, however, typically require the
application to be manually translated to C/C++ and carefully annotated to improve final design
performance. This cumbersome process prevents scientists and researchers from tapping into the
power of HLS, as many of their applications are written in higher-level languages, such as python,
and require significant effort to be ported. To overcome this challenge, we propose SODA-OPT, a
front-end compiler tool that leverages the MLIR framework to provide host binaries and pre-
optimized accelerator code for a back-end tool of choice. SODA-OPT requires no manual code
translations and presents a novel approach to automate the outlining, mapping and generation of
custom accelerators. Thanks to our selection of MLIR optimizations at the appropriate level of
abstraction, our tool creates high-quality optimized kernels for HLS that expose code structures
resulting in 1.6x faster runtime.

Best Poster Finalist: no

Fusion Research Using Azure A100 HPC instances
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Jeff Candy (General Atomics), Devarajan
Subramanian (Drizti Inc, Toronto)

Fusion simulations have in the past required the use of leadership scale HPC resources to produce
advances in physics. One such package is CGYRO, a premier multi-scale plasma turbulence
simulation code. CGYRO is a typical HPC application that would not fit into a single node, as it
requires O(100 GB) of memory and O(100 TFLOPS) worth of compute for relevant simulations.
When distributed across multiple nodes, CGYRO requires high-throughput and low-latency
networking to effectively use the compute resources. While in the past such compute may have
required hundreds, or even thousands of nodes, recent advances in hardware capabilities allow for



just a couple of nodes to deliver the necessary compute power. This paper presents our experience
running CGYRO on NVIDIA A100 GPUs on InfiniBand-connected HPC resources in the Microsoft
Azure Cloud. A comparison to older generation CPU and GPU Azure resources as well as on-prem
resources is also provided.
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HyperQueue: Overcoming Limitations of HPC Job Managers
Stanislav Böhm (IT4Innovations, Czech Republic), Jakub Beránek (IT4Innovations, Czech Republic),
Vojtěch Cima (IT4Innovations, Czech Republic), Roman Macháček (IT4Innovations, Czech Republic),
Vyomkesh Jha (IT4Innovations, Czech Republic), Alfréd Kočí (IT4Innovations, Czech Republic),
Branislav Jansík (IT4Innovations, Czech Republic), Jan Martinovič (IT4Innovations, Czech Republic)

In recent years, HPC workloads and communities have undergone substantial paradigm shifts.
There is an increasing amount of users that want to leverage HPC clusters to execute many simple
and embarrassingly parallel tasks as easily as possible. Due to the limitations of traditional HPC job
managers, however, these users must often resort to manual aggregation of tasks into a smaller
number of jobs to reduce job manager overhead. This approach is both labour-intensive and
inefficient, as it lacks dynamic load balancing required to fully utilize computational nodes with tens
or hundreds of cores. We introduce HyperQueue, a task scheduling runtime that can execute a
large amount of tasks on top of an HPC job manager by automatically aggregating tasks into jobs
and dynamically load balancing them across all allocated nodes and CPU cores. HyperQueue is an
open-source tool that is designed for ease of use and deployment.
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Accelerating the Visualization of Spatio-Temporal Simulations with Non-Evolving Meshes
Alejandro Ribes (EDF Research and Development), Anthony Geay (EDF Research and
Development), Mathieu Westphal (Kitware Inc)

Numerical simulations, such as finite elements, deal with both space and time discretizations of
fields. For the discretization of space, a mesh is normally used. Concerning the temporal evolution
of the spatial discretization, in the general case, a different mesh can be used per time step. It is
often the case, however, that the mesh is non-evolving, meaning that it stays the same for all time
steps. This case is of great importance in industrial practice. In this work, we show that taking into
account the non-evolving nature of a simulation leads to a strong acceleration of the visualization.
We demonstrate this point by the use of the ParaView open-source software. We implement this
idea and compare the results with the baseline ParaView. We report strong accelerations,



speedups of the order of hundreds, in our results.
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Enabling Combustion Science Simulations for Future Exascale Machines
Jon S. Rood (National Renewable Energy Laboratory (NREL)), Marc T. Henry de Frahan (National
Renewable Energy Laboratory (NREL)), Marc S. Day (National Renewable Energy Laboratory
(NREL)), Hariswaran Sitaraman (National Renewable Energy Laboratory (NREL)), Shashank
Yellapantula (National Renewable Energy Laboratory (NREL)), Bruce A. Perry (National Renewable
Energy Laboratory (NREL)), Ray Grout (National Renewable Energy Laboratory (NREL)), Ann
Almgren (Lawrence Berkeley National Laboratory (LBNL)), Weiqun Zhang (Lawrence Berkeley
National Laboratory (LBNL)), Jackie H. Chen (Sandia National Laboratories)

Reacting flow simulations for combustion applications require extensive computing capabilities.
Leveraging the AMReX library, the Pele suite of combustion simulation tools targets the largest
supercomputers available and future exascale machines. We introduce PeleC, the compressible
solver in the Pele suite, and detail its capabilities, including complex geometry representation,
chemistry integration and discretization. We present a comparison of development efforts using
both OpenACC and AMReX's C++ performance portability framework for execution on multiple
GPU architectures. We discuss relevant details that have allowed PeleC to achieve high
performance and scalability. PeleC's performance characteristics are measured through relevant
simulations on multiple supercomputers. The success of PeleC's design for exascale is exhibited
through demonstration of a 160 billion cell simulation and weak scaling onto 100% of Summit, an
NVIDIA-based GPU supercomputer at Oak Ridge National Laboratory. Our results provide
confidence that PeleC will enable future combustion science simulations with unprecedented
fidelity.
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Capturing Relationships Based on Structure Similarity for Self-Describing Scientific Data Formats
Chenxu Niu (Texas Tech University), Wei Zhang (Texas Tech University), Suren Byna (Lawrence
Berkeley National Laboratory (LBNL)), Yong Chen (Texas Tech University)

Many scientific data sets use self-describing files for storing data, and files within a data set are
often isolated without any definition of relationships among them. Because of the isolated
management of scientific data files, locating, assimilating and utilizing relationships for a given
query remains a long-standing problem in data discovery. Many relationships are often hidden in
complex file structures where different kinds of relationships are not explicitly categorized. To build



relationships among scientific data files that are stored in self-describing formats, we propose a
relationship-capturing method based on structure similarity determination of the files. Similarity is a
fundamental concept in computer science. Crucially, "similarity" is not a typical relationship that
reflects correlations of properties in different scientific files. We can use structure similarity
determination to capture important relationships. We have evaluated our approach on real-world
scientific files. Our approach demonstrates effective relationship capturing and efficient relationship
building performance.
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Towards an Efficient Parallel Skeleton for Generic Iterative Stencil Computations in Distributed
GPUs
Manuel de Castro (University of Valladolid, Spain), Inmaculada Santamaria-Valenzuela (University
of Valladolid, Spain), Sergio Miguel-López (University of Valladolid, Spain), Yuri Torres (University of
Valladolid, Spain), Arturo Gonzalez-Escribano (University of Valladolid, Spain)

Iterative stencil applications present a high degree of parallelism. The approach is appropriate for
modern many-core systems, like GPUs. The huge arrays needed in many real problems, however,
require multiple-GPUs memory. Manually programming multi-GPU solutions is complex, involving
synchronization, communication and optimization problems. Previous specific frameworks for multi-
GPU stencils present limitations on stencil types and target devices. Another approach is to build
efficient solutions using modern portable heterogeneous programming models. We present a high-
productivity parallel programming skeleton implemented as a C library function. It can derive the
communication structure and kernel details from an abstract specification of the stencil pattern,
splitting the computation to better overlap it with communications. Preliminary experimental results
show a good scalability in a cluster with up to 16 GPUs. It also outperforms a state-of-the-art
solution based on Celerity/SYCL. The presentation will include a short demo video using the
artifact, and both on-site and on-line discussion.
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Accurate Throughput Prediction of Basic Blocks on Recent Intel Microarchitectures
Andreas Abel (Saarland University), Jan Reineke (Saarland University)

Tools to predict the throughput of basic blocks on a specific microarchitecture are useful to optimize
software performance and to build optimizing compilers. In recent work, several such tools have
been proposed. The accuracy of their predictions, however, has been shown to be relatively low. To
a significant degree, these inaccuracies are due to elements of the pipelines of recent CPUs that are



not taken into account by previous tools. We propose a new parametric pipeline model that is
significantly more detailed than previous models. Based on this model, we develop a simulator for
predicting the throughput of basic blocks.

Our tool supports all Intel Core microarchitecture generations released in the last decade. We
evaluate it on an improved version of the BHive benchmark suite. On many recent
microarchitectures, its predictions are more accurate than the predictions of state-of-the-art tools
by more than an order of magnitude.
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Similarity Measurement for Proxy Application Fidelity
Si Chen (Emory University), Omar Aaziz (Sandia National Laboratories), Jeanine Cook (Sandia
National Laboratories), Avani Wildani (Emory University)

Proxy applications, designed to represent similar but much larger and more complex parent
applications, are widely used for system co-design and procurement. Quantitative validation,
however, to prove that proxies are faithful representations of their parents, is missing. In this work,
we apply several machine learning-based methods to quantitatively demonstrate the
correspondence of proxy to parent in their underlying node and memory hardware behavior. We
show that different similarity measurements have similar results while evaluating the proxy
application fidelity, and most proxies are good representations of their parents.
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A Fast Parameter-Free Preconditioner for Structured Grid Problems
pawan kumar (Indraprastha Institute of Information Technology (IIIT), Hyderabad), abhinav
aggarwal (Google LLC), Shivam Kakkar (Indraprastha Institute of Information Technology (IIIT))

A fast, robust, parallel and parameter-free version of a frequency-filtering preconditioner is
proposed for linear systems corresponding to the diffusion equation on a structured grid. Proposed
solver is faster than the state-of-the-art solvers.
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Detecting and Identifying Applications by Job Signatures
Jie Li (Texas Tech University), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)), Yong



Chen (Texas Tech University)

Knowing the applications of jobs running in high-performance computing (HPC) systems is
invaluable for administrators. This research aims to detect and identify applications through job
signatures built upon monitoring traces obtained from the LDMS monitoring infrastructure on Cori.
By constructing job signatures and applying machine learning models to them, we will be able to
detect and identify job applications without user intervention. In addition to application names, job
signatures offer the potential to study workloads by computation motif.
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Flexible GMRES with Analog Accelerators
Anshul Gupta (IBM Research), Vasileios Kalantzis (IBM Research), Mark S. Squillante (IBM
Research), Chai Wah Wu (IBM Research), Haim Avron (Tel Aviv University), Shashanka Ubaru (IBM
Research), Tayfun Gokmen (IBM Research), Malte Rasch (IBM Research), Tomasz Nowicki (IBM
Research), Lior Horesh (IBM Research)

This research poster describes advances in the solution of general sparse linear systems by
applying the preconditioning step primarily through the help of an analog crossbar array. These
architectures can achieve high degrees of parallelism with low energy consumption by mapping
matrices onto arrays of non-volatile memristive elements capable of storing information and
executing basic arithmetic operations. Performing matrix-vector multiplication and outer-product
updates is then possible in a time that is independent of the number of nonzero entries in the
operand matrices. On the other hand, the analog crossbar arrays introduce large amounts of noise,
and flexible algorithms are required. In this research nearly an order of magnitude speedup over
GMRES preconditioned with ILU(0) is advanced, both with respect to similar solvers on a
conventional microprocessor for attaining the same level of accuracy.

Best Poster Finalist: no

Heterogeneous Computing for Undergraduates: A Module-Driven Approach
Apan Qasem (Texas State University), David Bunde (Knox College), Philip Schielke (Concordia
University Texas)

To achieve aggressive performance and power goals, HPC systems are becoming increasingly
heterogeneous. This represents an educational challenge since few current curricula include much
about heterogeneous computing except possibly in upper-division electives. This poster presents a
set of modules to integrate heterogeneous computing concepts in an undergraduate computer



science curriculum. We discuss coverage of topics, the design philosophy and our experiences
implementing the modules at different institutions. The modules are being developed as part of an
NSF-funded initiative to enhance the Advanced Cyberinfrastructure workforce. The poster also
discusses the synergistic activities undertaken in the broader project.

Best Poster Finalist: no
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Science & Beyond Plenary
(back to top)

Monday, November 15th

5:30 pm - 6:30 pm

The Intersection of Ethics and HPC

Session Description:
Cristin Goodwin (Microsoft Corporation), Tony Hey (University of Southampton, UK), Ellen Ochoa
(Retired), Joel Saltz (Stony Brook University)

Science and ethics have always been intertwined, as scientific practices must be unbiased and held
to the highest standards of honesty and integrity.

As we look at the many ways HPC expands beyond scientific and academic communities to inform
other industries, addressing ethics in the development, application and use of technology has never
been more critical. The rapid growth of HPC and the intertwined issues of AI shine a light on new
moral issues that shape how academics, researchers and applied scientists conduct their work in
building complex multidisciplinary computations.

Five leaders in computational research and technical policy will discuss the ethical responsibilities
and obligations that can and must guide the future trajectory of HPC. The issues and challenges
are many, such as algorithmic bias in machine learning, scientific validation and reproducibility, and
the importance of expanding diversity in the scientific community to avoid unintentional
consequences.

The panelists will explore these and other thought-provoking topics intended to broaden the
awareness of the role of scientific ethics in our fast-growing field.



Scientific Visualization & Data
Analytics Showcase
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Tuesday, November 16th

8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller



(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)



Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.

Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),



Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.

5:15 pm - 7:00 pm

Poster Reception

Session Description:

Poster Reception

The Posters Reception is an opportunity for attendees to interact with poster presenters, and
includes research and ACM Student Research Competition posters, Doctoral Showcase posters, as
well as the Scientific Visualization & Data Analytics Showcase.

Wednesday, November 17th

8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume



Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten



(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),



Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.

Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.

1:30 pm - 3:30 pm



Scientific Visualizations & Data Analytics Showcase Poster Presentations

Session Description:

Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D
fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this



visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested
that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone



depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean
polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,



we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Thursday, November 18th

8:30 am - 5:00 pm

Scientific Visualization & Data Analytics Showcase Posters Display

Session Description:

Visualization of an Above Anvil Cirrus Plume
Dave Semeraro (University of Texas), Leigh Orf (University of Wisconsin, Madison), Greg Foss
(University of Texas)

We present a visual investigation of the simulation of a supercell thunderstorm. The simulation and
analysis was conducted on the Frontera system at the Texas Advanced Computing Center. The
visualization utilized a variety of software including Paraview, OSPRay and a collection of other
post-processing tools. The resolution was chosen to capture the formation and evolution of an
above anvil cirrus plume (AACP). These features are indicative of energetic storms that typically
produce more violent weather and are typically observed from weather satellites. In addition to
being a flag for severe weather, these structures inject water vapor and ice into the stratosphere.
The presence of moisture in the characteristically dry stratosphere has been linked to ozone
depletion. The visualization explores the formation and time evolution of the AACP using a
collection of visualization methods. Visualization of conditions inside the storm provide insight into
the mechanism that produces the cirrus plume.

Visualization of a Neutron Star Binary Merger and Subsequent Creation of a Kilonova
Alexandra Stewart (Los Alamos National Laboratory, Massachusetts Institute of Technology (MIT)),
Li-Ta Lo (Los Alamos National Laboratory), Oleg Korobkin (Los Alamos National Laboratory), Irina
Sagert (Los Alamos National Laboratory), Julien Loiseau (Los Alamos National Laboratory), Hyun
Lim (Los Alamos National Laboratory), Mark Alexander Kaltenborn (Los Alamos National
Laboratory), Christopher Michael Mauney (Los Alamos National Laboratory), Jonah Maxwell Miller
(Los Alamos National Laboratory)

Where does gold come from? Previously, physicists believed that the heaviest atoms including
elements like lead, gold and Uranium were formed in supernovae. Recent research has suggested



that this is not the case. Instead, merging neutron stars provide conditions for the rapid neutron
capture process that synthesizes heavy elements. In this video, we show how scientists at Los
Alamos National Laboratory (LANL) study neutron star mergers and the subsequent radioactive
afterglow---a kilonova. This study is conducted via large-scale numerical simulations using various
LANL developed codes. We give a brief overview on heavy element formation, introduce neutron
star mergers and kilonovae, showcasing LANL codes used in pursuit of the study, and visualize
simulation results. In particular, we produce a realistic image of a kilonova ejecta as it would appear
for a nearby observer, which is the first time such a visualization is performed.

Visualizing a Particle-based Simulation of an Aggregate Drum Dryer for Hot Mix Asphalt
Production
Kevin Griffin (NVIDIA Corporation), Mathias Hummel (NVIDIA Corporation), Andrew Hobbs
(ASTEC), Peter Messmer (NVIDIA Corporation), Nick Leaf (NVIDIA Corporation), Kees Van Kooten
(NVIDIA Corporation), Chase Walker (ASTEC)

Asphalt pavement consists of various sizes of aggregates coated with liquid bitumen binder and is
commonly used for road construction. Producing the asphalt mixture involves heating and drying
the aggregates in a rotary drum dryer before the bitumen is added. This process is very energy
intensive, so thermal efficiency is a key consideration in equipment design. Using particle-based
simulations engineers can investigate the effects of different drum geometries and process
conditions to improve dryer efficiency. Improvements to the drying process provide economic
benefit to the plant operator in the form of lower fuel costs as well as environmental benefits in
reduced emissions. Visualizing the simulation data provides engineers with greater insight into the
drying process and permits more effective and efficient designs. In this explanatory visualization,
we leverage several platforms and scientific visualization tools to illustrate the asphalt drying
process in a very high-fidelity, photo-realistic animation.

Polynyas: Polar Physics Revealed through Visualization of the E3SM GlobalClimate Model
Greg Abram (Texas Advanced Computing Center (TACC)), Mark Petersen (Los Alamos National
Laboratory), Francesca Samsel (Texas Advanced Computing Center (TACC)), Prajvala Kurtakoti (Los
Alamos National Laboratory), Stephanie Zeller (Texas Advanced Computing Center (TACC)), Linnea
Palmstom (Los Alamos National Laboratory), LeAnn Conlon (Los Alamos National Laboratory),
Andrew Roberts (Los Alamos National Laboratory), John Patchett (Los Alamos National
Laboratory)

Polynyas are openings amidst the polar winter sea ice formed and sustained by atmospheric and
oceanic processes. They occur in theArctic ocean and the Southern ocean, lasting for many months,
acting as a conduit for heat and water at the air-sea interface. Realistic coastal and open ocean



polynyas in global climate models are a stringent test of the model’s physical fidelity, as their
formation depends on complex interactions between the sea ice, ocean, and atmosphere. We
highlight the role of polynyas in modulating earth’s mesoscale motions using high-resolution
simulations from the Energy Exascale Earth System Model (E3SM). The animations were created as
a collaborative project between climate modelers, computer scientists and an artist. The overlay of
variables, dense in time and space, provided climate scientists with new insights into their
simulations, including the dynamics of convective plumes driven by cold melt water at the ice edge.

Putting the Ocean into the Center: A Coupled ICON Atmosphere/Ocean Simulation in Spilhaus
Projection
Niklas Röber (German Climate Computing Centre (DKRZ)), Michael Böttinger (German Climate
Computing Centre (DKRZ)), Florian Ziemen (German Climate Computing Centre (DKRZ)), Monika
Esch (Max Planck Institute for Meteorology), Helmuth Haak (Max Planck Institute for Meteorology),
Cathy Hohenegger (Max Planck Institute for Meteorology), Daniel Klocke (Max Planck Institute for
Meteorology), Peter Korn (Max Planck Institute for Meteorology), Leonidas Linadarkis (Max Planck
Institute for Meteorology), Rene Redler (Max Planck Institute for Meteorology), Bjorn Stevens (Max
Planck Institute for Meteorology), Thorsten Mauritsen (Stockholm University), Carson Brownlee
(Intel Corporation), Johannes Günther (Intel Corporation), Jim Jeffers (Intel Corporation)

Climate simulations are one of the most data intensive scientific disciplines. We have performed
another DYAMOND++ experiment using our globally coupled Earth system model ICON-ESM,
which allows global simulations at a resolution of 5km to study a wide range of Earth's weather
and climate phenomena. The handling of the data and the visualization is not trivial, as in this
visualization we look at the full time varying 3D ocean and 3D atmospheric data. The simulation
was running for one model year, from which we chose the months May, June and July for
visualization. Opposed to the majority of other global climate visualizations, we chose the Spilhaus
projection to put the oceans into the center and visualize them as one body of water, without cut
outs, clipping planes and only minor distortions. We thereby focus on 3D atmospheric and 3D
ocean data, and the interaction in between.

Visualization of Human-Scale Blood Flow Simulation Using Intel® OSPRay Studio on SuperMUC-
NG
Elisabeth Mayer (Leibniz Supercomputing Centre), Jon McCullough (University College London
(UCL)), Johannes Günther (Intel Corporation), Salvatore Cielo (Leibniz Supercomputing Centre),
Peter Coveney (University College London (UCL))

Efforts from CompBioMed are directed towards creating a virtual human – a personalized digital
representation of a human’s biophysical processes. Part of this is HemeLB, a highly scalable, 3D



fluid dynamics code that is developing high-resolution simulations of blood flow throughout
human-scale vasculature.

Visualizing the results is a significant challenge, particularly due to the complexity and volume of
the data. We use Intel OSPRay Studio for visualizing the resulting data directly on the production
machine – LRZ’s supercomputer SuperMUC-NG - and producing outputs from 2D to Virtual Reality.
We have created a custom plugin to map the data to the highly memory-efficient VDB volumes of
Intel Open VKL for delivering visualization at native resolution and interactive frame rates,
eliminating data pre-processing. In our exploratory video, we outline our approach that allows the
full domain simulated by HemeLB to be visualized at a glance, a challenging task with existing
techniques.
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Massachusetts Green Team
PRESENTER_NAMES_AFFS

Benjamin Li is a Junior at Boston University studying ECE. He is the President of the HPC club and
hosts workshops presenting HPC-related technologies, like MPI and Slurm. He participated in last
year’s competition. Po-Hao Chen is a Sophomore at Boston University studying CS. He has
experience in computational science, and leverages clusters as a researcher working on deep-
learning techniques for medical imaging. He participated in last year’s competition. Richard
Kumahia, a first-time competitor, is a Junior at UMass Lowell studying Computer Engineering. This
will be the first time since 2018 that UMass will have a representative.

David Shen, a first-time competitor, is a Junior at Boston College studying Computer Science. David
has competeted in MIT Battlecode AI, where he used scientific computing to analyse the actions of
his robot. He will be the first person to represent Boston College at SC.

Carlton Knox, a first-time competitor, is a Sophomore studying Computer Engineering at Boston
University. He is a member of the HPC club.

Michael Klein, a first time competitor, is a Freshman at Boston University studying computer
science. He is a member of the HPC club.

The Massachusetts Green Team is composed of students representing three diverse Boston
universities. Richard has a deep knowledge of circuits and electromagnetics. Benjamin has
knowledge of classical and modern physics, as well as device physics and semiconductor materials



science. Both Benjamin and Richard believe that this can help them understand the background
behind many of the scientific applications. Po Hao has a self-taught life sciences background. Two
team members, Benjamin and Po-Hao, have participated previously in the SC20 Student Cluster
Competition. They want to apply the skills they’ve gained from that experience to perform better
this year. While the other members are new, they are excited and motivated to learn about cluster
computing, and will bring fresh ideas that the other members might not have previously
considered. Po Hao is interested in designing efficient algorithms and plans to pursue a Ph.D in
theoretical computer science. Benjamin will soon be pursuing a Ph.D in HPC, and has worked with
large clusters in the past. He hopes to gain applicable skills for his career, as well as network with
industry veterans. Richard hopes to gain more experience with computational science in order to
better understand the capabilities of computers. Throughout his undergraduate career, David has
worked with operating systems and file systems. He hopes to benefit from optimizing a distributed
file system for this competition. Carlton will be doing research related to computer processor
cooling solutions this summer. By participating, he hopes to learn more about how HPC can be
applied to his research. Michael is interested in HPC as an academic career path because he enjoys
optimizing algorithms for hardware. He wants to learn more about the field and connect with
industry professionals. Kurt Keville, the team’s advisor, is a researcher at MIT and has previously
mentored many competition teams. He has provided us with resources, connections, and well as
insight into cluster design.

ThreadShredders
PRESENTER_NAMES_AFFS

The SDSC/UCSD SCC21 team is self-motivated, technically competent, highly interested in HPC,
and have multiple experiences using supercomputers in research or projects. We have team
members from the SCC20 virtual cluster competition, where we placed 4th overall. Two SCC20
team members have chosen to join the SCC21 team, and two have returned as mentors. With this
team we feel we have the “right stuff” to succeed at SCC21, whether virtual or in person. Our team
training activities are fully supported, sponsored and mentored by SDSC through the HPC Students
Program. We mentors from SDSC, UCSD CSE, and vendors to train the team and answer questions,
ensuring our team’s success in the competition.

Our team members are majoring/minoring in a variety of fields including Computer Science,
Computer Engineering, Data Science, Mathematics, and Physics. In total, our technical stack
includes: major programming languages (C/C++, Python, Java); parallel programming (MPI, CUDA,
OpenMP); scientific applications (LAMMPS, Exciting, Avogadro, Quantum Espresso); hardware
description languages (Verilog); and Machine Learning (Pytorch, TensorFlow). Many team members
also have experience doing scientific computing applications from working in research internships.



We asked team members to explain why they wanted to participate and how HPC would impact
their careers:

Grant Castaneda worked in an oceanography lab doing scientific computing and modeling using
HPC. He joined SCC to learn more so he can be more productive in his career, where he will focus
on bioinformatics, oceanography and data analysis.

John Ge has been taking HPC training and interns at SDSC. He wants to compete at SCC21 where
he can apply his middleware skills. He wants to apply his HPC knowledge to cyberinfrastructure.

Arunuv Gupta was on our SCC20 team, and hopes to gain more HPC experience through the
competition, which, coupled with his education in Data Science, will help him build large-scale
machine learning systems during his career

Zihao Kong competed at SCC20, and wants to be the go-to person for the team. He has a passion
for knowledge in computer architecture and HPC. He can’t wait to join the competition so he can
conquer more challenges in the field and apply this knowledge to his research.

John Li brings a strong Linux System administration and cybersecurity background to the team. He
wanted to join the team so he could gain experience with HPC and parallel computing and apply
that knowledge into other fields in the future.

Matthew Mikhailov studies materials science and runs Quantum Espresso. He saw that it is one of
the applications and that made him want to join the team. He hopes HPC will help him to develop
the next generation of processors for scientific computing.

Team advisor Dr. Mary Thomas has degrees in physics and computational science, has taught
parallel computing for 16 years, and is the HPC Training lead at SDSC. She also enjoys the SCC
program -- she has led three SCC teams: SCC16, SCC17 (San Diego State University) and SCC20
(UCSD). Her enthusiasm, knowledge, practical experience will benefit the team.

Daemon Deacons
PRESENTER_NAMES_AFFS

Wake Forest University is a liberal arts university with a predominantly undergraduate population
currently listed on US World News Reports with a National Rank of #28. Located in North Carolina,
Wake Forest University has about 5,000 undergraduate and 3,000 graduate students and prides
itself on its low faculty-student ratio (1:10). In 2018, we were the first school from North Carolina
to participate in the SC Student Cluster Competition (SCC), and we have now competed for three



consecutive years.

To prepare for the competition, the Computer Science Department created a brand new High
Performance Computing class in Fall 2017. It has been taught for 12 consecutive semesters by
Prof. Samuel Cho (Associate Prof., Depts. Computer Science & Physics), who is the primary advisor
for this team. Prof. Cho has extensive experience performing research and teaching classes in GPU
Programming, Parallel Algorithms, Computational Biophysics, and Machine Learning. He has
received funding from the National Science Foundation, National Institutes of Health, and NVIDIA,
Inc. for research in those subjects. In addition, our team has three secondary advisors, Adam
Carlson (Senior UNIX Systems Administrator), Cody Stevens (HPC UNIX Systems Administrator),
and Dr. Sean Anderson (HPC UNIX System Administrator); together, they comprise the High
Performance Computing Team at our university’s DEAC Supercomputing Facility (4K CPU and 12K+
GPU cores). All advisors have extensive practical experience in compiling, running, benchmarking,
and maintaining a variety of HPC applications and hardware. To date, 41 unique undergraduate
students have taken the High Performance Computing class over the past 5 years. In addition, the
Department of Computer Science has committed to funding the travel of our team and transport
hardware if our team competes in person. If our team competes virtually, they have committed to
provide Azure Cloud credits until our team receives credit from the SCC organizers, and they will
also provide a dedicated space in the department for the team to compete.

Our current undergraduate student team consists of Junior (5) and Senior (2) students with majors
in Computer Science, Mathematics, Mathematical Statistics, and Politics & International Affairs (half
are double-majors), and minors in Mathematics, Japanese, and Neuroscience. Our team will will
consist of six students, but we will switch one student if we compete virtually. Two of the students
are returning veterans who participated in the previous SC20 SCC, and five are new students. Our
students have taken a wide range of relevant prerequisite classes, including Data Structures I and II,
Databases, Parallel Computing, GPU Programming, Numerical Linear Algebra, and Machine
Learning and code in C/C++, Java, Python, MATLAB, R, CUDA, and SQL.

All team members want to receive a deeper hands-on experience on high performance computing
hardware and software than their other classes, develop their problem solving and teamwork skills,
and apply those skills to their research projects involving HPC and big data, and broaden their
career prospects in areas such as machine learning, artificial intelligence, and data analytics. They
also enjoyed their last competing experience or heard from other students how much they enjoyed
it.

Team Weiming
PRESENTER_NAMES_AFFS



The Peking University Supercomputing Team, established in 2015, has gathered many students
enthusiastic with HPC. Our team has profound expertise in HPC competitions and participated in
the Student Cluster Competition at SC in 2016, 2017, 2019, and 2020. We also join IBM
OpenCAPI 2018 and ASC Student Supercomputing Challenge in 2019 and 2021.

Our team is composed of members from many different disciplines. Members from the school of
Electronics Engineering and Computer Science (EECS), the school of Physics and the Yuanpei
College who are passionate about supercomputing and scientific computing collaborate together to
solve different problems.

All of our members stand out in a way. Yueyang Pan, the leader of the team, has expertise in cluster
building and management. Li’ang Huang, from the school of Physics, shows great interest in
quantum physics and is engaged in the design of general quantum computers. Zhanpeng Liu is a
Yuanpei College student. He has a deep understanding in traditional cultures and could explain
computer systems using cultural stories. Zhewen Hao is a senior student passionate about parallel
algorithms and Junyi Guo is now working on building the PKU mirror site which will provide public
services soon. Jiaqi Si is a freshman proficient in algorithms and math. Half of the team members
experienced the VSCC 20 or ASC20-21. The great diversity of our team allows us to share
knowledge in different fields and enables us to tackle problems from different angles. Our Advisor,
Senior Engineer Chun Fan, from the PKU Computing Center, gives us much help. He is well
acquainted with many collaborating professors from the natural science department. He also has
connections with companies which generously provide resources for our training.

#The help of HPC in students’ academic careers

Combining HPC and AI is now the cutting-edge technology in natural science. HPC provides
enough computational capability for newly proposed AI methods which solves problems of much
larger scale. As HPC is becoming more vital, we believe the experience in SCC will benefit our
academic careers. Team members learn how to do performance profiling of an application and
different methods to optimize hotspots. Also members are encouraged to dig out more in the
related areas like network and storage and share these insights with each other.

During the training process, we often invite professors to give us lectures which enriches our
domain-specific knowledge. We also build a wide connection with the industry like Alibaba and
Nvidia which some of our previous members are now working for. Some others will further carry
out HPC research in world-famous universities like ETH.

Apart from academic benefits for the team members, SCC experience also brought achievements.
In 2017, our proposed cluster got featured on the SCC List of TOP 500 Supercomputers. Our team
has been invited to submit our reproducibility reports to PARCO and TPDS for every participation.



In VSCC 20, we won second place in the final. These achievements will undoubtedly benefit
students' future careers greatly.

Death Valley Computing
PRESENTER_NAMES_AFFS

HPC is a priority and topic of research across several departments and colleges at Clemson
University. Clemson students and faculty regularly use HPC to revolutionize their field of study.
Last year, Clemson put together a diverse and competitive team and competed for the first time at
the Virtual Student Cluster Competition (VSCC) . This year Clemson’s Death Valley Computing is a
diverse and strong team with new candidates who are applying their strengths and collaborating
together to build a formidable team. Each member carries a strong foundation in traditional
computer science and engineering, along with their individual experiences and skill sets for various
aspects of the competition. Participation in the SCC provides us with an opportunity unlike any
other to combine our knowledge and creativity to evaluate and expand our understanding of HPC;
more importantly, lay the foundation for future opportunities in graduate school and industry.

Aaron Bruner, a senior Computer Engineer (CPE), is interested in Artificial Intelligence, Machine
Learning and Computer Vision for autonomous vehicles. After graduating, he will work at Proterra
researching self-driving busses.

Cooper Sanders, a junior (CPE), is interested in deep learning and worked on five different research
projects in Math and ECE. He has explored DL models in Clemson’s DGX2 culminating in him
interning with Clemson Energy Visualization & Analytics Center designing algorithms to forecast
campus power consumption.

David Krasowska, a junior (CPE) with a minor in Mathematics and CS, is interested in hardware
design and architecture. He spent four years in FIRST Robotics developing efficient robot
mechanical designs and competitive skills.

Ethan Gindlesperger, a junior (CPE) with a minor in mathematics and a focus on signal processing,
has a background in video game design, robotics, and took part in highschool Science Olympiad
competitions. Ethan will parlay his HPC experience in this competition to become a strong
candidate for graduate school and/or industry jobs.

Sansriti Ranjan, a senior (CPE) from Bangalore, India. She is a former college tennis player who is
inquisitive and keen to learn about HPC’s transformational impact in data analytics and machine
learning in sports to improve athletic performance. She competed on Clemson’s 2020 team.



Steven Lam, a junior (CPE), is interested in computer architecture and has built several computers.
He worked as a software developer for Itron’s Research and Development Team building internal
web applications. As a sophomore, he developed a self-driving AI to be used in The Open Racing
Simulator to detect potholes or abnormalities in the road or traffic and distribute that information
locally to the other cars.

The team’s mentor is Dr. Jon C. Calhoun, a tenure-track Assistant Professor of Electrical and
Computer Engineering who researches fault tolerance and lossy data compression. He is a strong
advocate of HPC education and research for undergraduates; mentoring 7 undergraduates in his
research group in 2020-2021.

GeekPie_HPC
PRESENTER_NAMES_AFFS

The GeekPie_HPC team is united with a broad background and different STEM minds that aim to
discover and resolve challenging engineering works. The philosophy of problem-solving is highly
related to HPC applications and DevOps. We are equipped with free will and a solid ability to
explore the technology world.

As for the diversity of research interest, Yiwei, the captain of two terms, currently works on
Persistent Memory systems and is also interested in Programming Language Design. Thanks to 1
year of HPC practices, he interned at Jump Trading, Shanghai, for the summer of 2020, focusing on
hacks of Linux and Intel processors. Prior to that, he researched System and Software Security Lab
at ShanghaiTech on Adversarial Machine Learning and Symbolic Solver of Libra. The first one has
been published on ISSTA21.

Siyuan is the only Sophomore and devoted to computer vision a lot. He is from Multi-disciplinary AI
VR/AR Studio(MARS), a lab attempting to use multi-media like VRs to implement more lively
graphics on stage.

Chuyi is a Computer Graphics and Computer Vision enthusiast. She has conducted many small
projects in these fields.

Yuhao and Yuchen are from the Laboratory of I/O system and data science(LION). Our advisor, Prof.
Shu Yin, is also the advisor of this lab. His recent research projects focus on application-driven
active storage systems design and optimization, including novel storage middleware for bio-
computing data representation, such as visual molecular dynamics (VMD) tool I/O optimization and
robotic operating system(ROS) data management. He has been on the program committees of
various international conferences, including IEEE ICPP, IEEE ICDCS, IEEE HPCC, IEEE Cluster and



IEEE IPCCC.

Haotian is a geek from the GeekPie_Web team. He is the daily DevOps of our association's website.
Our confluence page and GitLab are under the maintenance of him, during which he learned k8s
and rancher. He is currently working on the reverse engineer of a Japanese Unity game and, by the
way, contributes to its community.

Our previous teammates definitely benefit from the SC competition, which we are grateful to the
committee. We meet the software and hardware nerd of our age and would share our experience
and provide internship opportunities. They pursue their studies both in prestigious schools and
world-famous companies because of the experience and connections made in SC and their further
efforts in their fields. Specifically, Jia Du went to Carnegie Mellon University to study computer
vision, her study interest in Shanghaitech. Yanjie Song landed his research career in Prof. Shu Yin's
team, focusing on the application of Non-volatile random-access memory in the general memory
hierarchy. Jianwen Luo interned at Xilinx and would join Prof. Yajun's lab in our school, targetting
FPGA acceleration in traditional computational models. Yuzhuo Jing will start his Ph.D. degree at
John Hopkins University, focusing on the I/O system.

Team Phoenix
PRESENTER_NAMES_AFFS

Georgia Tech is a melting pot for the world’s most creative and curious minds. Our campus
facilitates strong relationships, and from those relationships we build amazing things that shape
our world. Our team is one such relationship.

The members of Team Phoenix are Albert Chen, Aman Jain, Nicole Prindle, Marissa Sorkin, Sean
Fish, and Evan Montoya. We were brought together by our shared interest in high-performance
computing, and we hope that this competition furthers our experience in HPC and our involvement
in the HPC community.

We have a strong and diverse team with members and advisors with varied experience across
academics, research, and industry. Collectively we study 7 of the 8 concentrations in CS offered by
Georgia Tech’s College of Computing. Our members do research with Georgia Tech faculty in fields
such as video analytics and compilers. Many of us also have industry internship experience for
companies including the Georgia Tech Research Institute, State Farm, and Google.

Nicole and Aman are both TAs in the College of Computing for courses on computer organization.
Nicole’s passion for compilers and computing theory drew her to this competition. Sean, Aman, and
Albert all enjoy building computers and working with server hardware, which inspired them to



participate in this competition. Albert is interested in the multidisciplinary application of HPC in
fields such as simulations and AI. He has taken an undergraduate introduction to HPC class which
has provided him with a more informed perspective on how HPC applications work. Marissa’s
software engineering experiences on data visualization projects, testing big data applications, and
an internship at Intel all drive her interest in HPC.

The newest additions to the competition team are Evan and Sean. Sean, although new to the team,
has been a part of the Vertically Integrated Project (VIP) HPC undergraduate research class, a class
designed specifically to train SCC teams, for over a year and has seen the team prepare for
VSCC20. Evan is a freshman who joined the team this past semester, and he is primarily interested
in the intersection between HPC, big data, and AI.

Four of our team members participated in SCC 20 last year, and that team placed third overall.
Having returning members as well as having learned lessons from last year’s competition makes us
especially strong contenders this year.

Our advisor is Vijay Thakkar, a graduate student at Georgia Tech and a finalist for the Gordon Bell
prize in 2020. He is currently interning at NVIDIA and did a past internship at Cerebras Systems.
This is his second time advising Team Phoenix.

Our team’s background and experience demonstrate both our skills and our ability to work as
teammates. By competing at SCC, we hope to design a powerful computer system, optimize
software to push the limits of our system, and learn about applying core HPC concepts to our own
projects and careers.

Tsinghua University Team
PRESENTER_NAMES_AFFS

1.HPC and Computational Science Experience

Tsinghua SCC (Student Cluster Competition) Team is one of the most competitive teams worldwide
currently in SCC challenges. In recent years, we won champion titles at SC’15, ISC’15, ASC’15,
ISC’17, ASC’17, ASC’18, ISC’18, SC’18, SC’19, and SC’20 competitions. And we have been
continuously recruiting new members to maintain the team activity and inherit competition
experience.

Many of us are working as research assistants in laboratories, and many projects that we have
finished are related to HPC or computational science. Zeyu Song is working on automatic
acceleration for GPU devices. Mingshu Zhai has experience in developing graph mining



applications. Kaiyuan Rong has participated in developing deep neural network framework that
optimizes tensor programs. Yanyu Ren is working on scheduling techniques for GPU architectures
on different scales. We know various aspects, and we can work together to cope with multiple
types of challenges.

2. Interdisciplinary Knowledge

In terms of interdisciplinary knowledge, our team members each have their specialty in different
non-computing fields. Zeyu Song has provided system support for several programming contests.
Mingshu Zhai participated in the Electronic Trading Challenge. Kaiyuan Rong and Yuxi Zhu have
received various prizes in math competitions since high school. Yanyu Ren minors in Economics &
Finance. We believe interdisciplinary knowledge can broaden our thinking when we meet
difficulties.

3. Broad Background

In addition, we have a solid foundation of various types of fields and skills such as programming,
algorithms, and data structures. Most of us have participated in the Olympiad in Informatics
contests in high school. After admission to Tsinghua University, we keep up our work while
extensively learning computer theory and architecture, parallel computing, and programming on
various platforms. Diversified computer skills and the experiences mentioned above enable us to
make practical solutions to real problems efficiently.

4. Competition Experience

For the prior competition experience, Mingshu Zhai and Zeyu Song have participated in the ISC’20
and SC’20 competitions. They have detailed knowledge about the full workflow of the competition.
In addition, most of us are playing an important role in the upcoming ASC’21 and ISC’21
competitions. Also, former members of our team are invited to join our discussion and provide
inspiration, especially when we meet difficulties similar to what they have encountered.

5. Reasons for Participation

The challenges of SC competitions come in different aspects, from tuning large-scale programs to
designing an informative and delicate poster and presenting it to nonprofessional viewers. The
most precious thing is that our ability to find and solve problems will be greatly improved. By
attending the competition, we can gain comprehensive knowledge and experience not only in the
field of HPC but helpful in our whole future academic career as well.

6. Advisor’s Background



Our advisors, Jidong Zhai and Wentao Han, are teachers in the department of computer science.
They join the discussion in our weekly meeting, help us to contact experts of the applications, and
find support for the hardware we need. Details of advisors’ background are provided in part “Team
Preparation”.

SUSTech Supercomputing Team
PRESENTER_NAMES_AFFS

- We are from the SUSTech Supercomputing Team (SST). The team is composed of SUSTech
undergraduates who take great interest in computational science and engineering. SST serves for
large HPC user community in SUSTech and practice HPC skills in real scene.

- Team Captain, Tongzhou Gu - Year 3 Student - Participant of SC20 SCC, ASC20-21, 2020 APAC
HPC-AI Competition - Captain of ASC19 - Student Assistant of Georgios Laboratory, assisting
teaching course Distributed and Cloud Computing - Student Assistant of Center for Computational
Science and Engineering (CCSE) - Working on Characterizing Distributed Machine Learning System
on Graph

- Yiqi Zhang - Year 3 Student - Captain of SC20 SCC, ASC20-21 - Participant of 2020 HPC-AI
Competition - Student Assistant of CCSE

- Wenxuan Shi - Year 3 Student - Participant of ASC19, ICPC Contest, Mathematical Contest -
Captain of SUSTech CTF Team - Student Assistant of COMputer And Systems Security Lab,
assisting teaching course Introduction to Computer Programming - Working on making use of ARM
hardware features to implement security tools

- Botian XU - Year 3 Student - Participant of ASC19 - Student Assistant of Department of
Computer Science and Engineering, assisting teaching courses Introduction to Programming and
Computer Networking - Working on the research of Deep Learning for Fluid Modeling

- And we have two talented freshmen this year, and they are

- Bingzhen Wang - Year 1 Student - Maintainer of SUSTech Open Source Mirrors - Participant of
NOIP Contest - Try to implement a software Ray-Tracing Render using Rust

- Yingwei Zheng - Year 1 Student - Participant of NOIP Contest - Try to implement a rendering
framework using NVIDIA MDL, NVRTC, JIT Linker, NVIDIA OptiX and modern C++



- As for our advisor - Dr. Fan is the chief engineer (Senior Engineer) of the SUSTech CCSE. He has
published more than twenty papers in high-level academic journals with hundreds of citations. His
research proposal was supported by the Youth Program of National Natural Science Foundation of
China and participated in several other programs of National Natural Science Funds.

- The SUSTech Supercomputing Team has a lot of non-computer students, including Yiqi Zhang
from the Department of Biology, ASC19 captain and team members from the Department of
Oceanography and the Department of Mechanics, and CCSE Director Lianping Wang is a chair
professor of the Department of Mechanics and Astronautics. Our Team has experience in
interdisciplinary cooperation. These experiences will help us to cooperate with experts in other
disciplines to find new breakthrough points in performance.

- The reason why we can create a team with a broad background of experience relevant to the
competition is because we focus on training new teammates. We encourage new teammates to
participate in the competition to exercise their abilities. At the same time, we hope that new players
can enjoy the competition and experience the charm of the competition.

- Using HPC will improve students' ability to maintain computers and develop and debug
programs, and at the same time strengthen students' understanding of computer architecture. The
purpose of our participation in the SC competition includes, but is not limited to, training students'
abilities, making new friends, participating in top conferences, and understanding cutting-edge
trends.

Jinan University
PRESENTER_NAMES_AFFS

Jinan University is the first over-seas Chinese institution of higher education established by the
country and is known as the "Chinese first overseas school". JNU is one of the national 211-Project
universities and a high-level university of Guangdong Province. She was recognized as a national
"Double First Class" discipline university in 2017. JNU has a strong teaching and R&D team. By
November 2020, JNU has more than 100 professors and senior researchers in the fields of
computing, information science and AI, leading by academicians of the Chinese Academy of
Engineering. JNU is also equipped with state-of-the-art supercomputing hardware and software
which are worth hundreds of millions of yuan.

Prof. Yang is Full Professor and Associate Dean of the School of Intelligent Systems Science and
Engineering, Jinan University. He is also an Adjunct Professor of the Shenzhen Institutes of
Advanced Technology (SIAT) of the Chinese Academy of Science (CAS). He is IET Fellow, IEEE
Senior Member, PMI member and certified PMP. His research interests are in the general areas of



IoT, big data and AI. He has led more than 20 R&D projects, including the National Key R&D
Program of China, National Science and Technology Projects of China, Provincial Key R&D Program
of Guangdong and etc. Prior to returning to academia, Prof. Yang was the founder of a startup
company in the field of IoT. After joining Jinan University, he serves as the associate dean of the
Institute of Physical Internet, coordinates the R&D of the institute, and leads the major R&D
activities in AI area.

Dr. Xin-Yuan Zhang received the B.S. and Ph.D. degree from Sun Yat-Sen University, China, in 2014
and 2019, respectively. Currently, he is a lecturer in the school of Intelligent Systems and Science
and Engineering, Jinan University. His research interests include the evolutionary computation
algorithms, the swarm intelligence algorithms, the large-scale optimization, their applications in
real-world problems, and the smart grid.

Jiaming Li, Grade-3 undergraduate student in Software Engineering. He is an energetic developer
and has great interest in searching new area and self-learning. During school, he has taken a series
of basic and professional courses, including Principles of Computer Organization, C/C++ language
and Python. With the outstanding capability, he won 2020 National Scholarship, ASC20-21
champion.

Leyi Wang, Grade-3 undergraduate student in Electrical Engineering and Automation. She is
familiar with python/c/c++ and Linux system. She has participated in the 2020-2021 ASC World
University Supercomputer Preliminary Contest, responsible for HPL/HPCG and scientific computing
challenges.

Jing Hu, Grade-2 undergraduate student in Information Security. He is familiar with C/C++ and
python. He was a team member of ASC20-21 champion team, responsible for scientific computing
challenges.
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Massachusetts Green Team
PRESENTER_NAMES_AFFS

Benjamin Li is a Junior at Boston University studying ECE. He is the President of the HPC club and
hosts workshops presenting HPC-related technologies, like MPI and Slurm. He participated in last
year’s competition. Po-Hao Chen is a Sophomore at Boston University studying CS. He has
experience in computational science, and leverages clusters as a researcher working on deep-
learning techniques for medical imaging. He participated in last year’s competition. Richard
Kumahia, a first-time competitor, is a Junior at UMass Lowell studying Computer Engineering. This
will be the first time since 2018 that UMass will have a representative.

David Shen, a first-time competitor, is a Junior at Boston College studying Computer Science. David
has competeted in MIT Battlecode AI, where he used scientific computing to analyse the actions of
his robot. He will be the first person to represent Boston College at SC.

Carlton Knox, a first-time competitor, is a Sophomore studying Computer Engineering at Boston
University. He is a member of the HPC club.

Michael Klein, a first time competitor, is a Freshman at Boston University studying computer
science. He is a member of the HPC club.

The Massachusetts Green Team is composed of students representing three diverse Boston
universities. Richard has a deep knowledge of circuits and electromagnetics. Benjamin has
knowledge of classical and modern physics, as well as device physics and semiconductor materials
science. Both Benjamin and Richard believe that this can help them understand the background



behind many of the scientific applications. Po Hao has a self-taught life sciences background. Two
team members, Benjamin and Po-Hao, have participated previously in the SC20 Student Cluster
Competition. They want to apply the skills they’ve gained from that experience to perform better
this year. While the other members are new, they are excited and motivated to learn about cluster
computing, and will bring fresh ideas that the other members might not have previously
considered. Po Hao is interested in designing efficient algorithms and plans to pursue a Ph.D in
theoretical computer science. Benjamin will soon be pursuing a Ph.D in HPC, and has worked with
large clusters in the past. He hopes to gain applicable skills for his career, as well as network with
industry veterans. Richard hopes to gain more experience with computational science in order to
better understand the capabilities of computers. Throughout his undergraduate career, David has
worked with operating systems and file systems. He hopes to benefit from optimizing a distributed
file system for this competition. Carlton will be doing research related to computer processor
cooling solutions this summer. By participating, he hopes to learn more about how HPC can be
applied to his research. Michael is interested in HPC as an academic career path because he enjoys
optimizing algorithms for hardware. He wants to learn more about the field and connect with
industry professionals. Kurt Keville, the team’s advisor, is a researcher at MIT and has previously
mentored many competition teams. He has provided us with resources, connections, and well as
insight into cluster design.

ThreadShredders
PRESENTER_NAMES_AFFS

The SDSC/UCSD SCC21 team is self-motivated, technically competent, highly interested in HPC,
and have multiple experiences using supercomputers in research or projects. We have team
members from the SCC20 virtual cluster competition, where we placed 4th overall. Two SCC20
team members have chosen to join the SCC21 team, and two have returned as mentors. With this
team we feel we have the “right stuff” to succeed at SCC21, whether virtual or in person. Our team
training activities are fully supported, sponsored and mentored by SDSC through the HPC Students
Program. We mentors from SDSC, UCSD CSE, and vendors to train the team and answer questions,
ensuring our team’s success in the competition.

Our team members are majoring/minoring in a variety of fields including Computer Science,
Computer Engineering, Data Science, Mathematics, and Physics. In total, our technical stack
includes: major programming languages (C/C++, Python, Java); parallel programming (MPI, CUDA,
OpenMP); scientific applications (LAMMPS, Exciting, Avogadro, Quantum Espresso); hardware
description languages (Verilog); and Machine Learning (Pytorch, TensorFlow). Many team members
also have experience doing scientific computing applications from working in research internships.

We asked team members to explain why they wanted to participate and how HPC would impact



their careers:

Grant Castaneda worked in an oceanography lab doing scientific computing and modeling using
HPC. He joined SCC to learn more so he can be more productive in his career, where he will focus
on bioinformatics, oceanography and data analysis.

John Ge has been taking HPC training and interns at SDSC. He wants to compete at SCC21 where
he can apply his middleware skills. He wants to apply his HPC knowledge to cyberinfrastructure.

Arunuv Gupta was on our SCC20 team, and hopes to gain more HPC experience through the
competition, which, coupled with his education in Data Science, will help him build large-scale
machine learning systems during his career

Zihao Kong competed at SCC20, and wants to be the go-to person for the team. He has a passion
for knowledge in computer architecture and HPC. He can’t wait to join the competition so he can
conquer more challenges in the field and apply this knowledge to his research.

John Li brings a strong Linux System administration and cybersecurity background to the team. He
wanted to join the team so he could gain experience with HPC and parallel computing and apply
that knowledge into other fields in the future.

Matthew Mikhailov studies materials science and runs Quantum Espresso. He saw that it is one of
the applications and that made him want to join the team. He hopes HPC will help him to develop
the next generation of processors for scientific computing.

Team advisor Dr. Mary Thomas has degrees in physics and computational science, has taught
parallel computing for 16 years, and is the HPC Training lead at SDSC. She also enjoys the SCC
program -- she has led three SCC teams: SCC16, SCC17 (San Diego State University) and SCC20
(UCSD). Her enthusiasm, knowledge, practical experience will benefit the team.

Daemon Deacons
PRESENTER_NAMES_AFFS

Wake Forest University is a liberal arts university with a predominantly undergraduate population
currently listed on US World News Reports with a National Rank of #28. Located in North Carolina,
Wake Forest University has about 5,000 undergraduate and 3,000 graduate students and prides
itself on its low faculty-student ratio (1:10). In 2018, we were the first school from North Carolina
to participate in the SC Student Cluster Competition (SCC), and we have now competed for three
consecutive years.



To prepare for the competition, the Computer Science Department created a brand new High
Performance Computing class in Fall 2017. It has been taught for 12 consecutive semesters by
Prof. Samuel Cho (Associate Prof., Depts. Computer Science & Physics), who is the primary advisor
for this team. Prof. Cho has extensive experience performing research and teaching classes in GPU
Programming, Parallel Algorithms, Computational Biophysics, and Machine Learning. He has
received funding from the National Science Foundation, National Institutes of Health, and NVIDIA,
Inc. for research in those subjects. In addition, our team has three secondary advisors, Adam
Carlson (Senior UNIX Systems Administrator), Cody Stevens (HPC UNIX Systems Administrator),
and Dr. Sean Anderson (HPC UNIX System Administrator); together, they comprise the High
Performance Computing Team at our university’s DEAC Supercomputing Facility (4K CPU and 12K+
GPU cores). All advisors have extensive practical experience in compiling, running, benchmarking,
and maintaining a variety of HPC applications and hardware. To date, 41 unique undergraduate
students have taken the High Performance Computing class over the past 5 years. In addition, the
Department of Computer Science has committed to funding the travel of our team and transport
hardware if our team competes in person. If our team competes virtually, they have committed to
provide Azure Cloud credits until our team receives credit from the SCC organizers, and they will
also provide a dedicated space in the department for the team to compete.

Our current undergraduate student team consists of Junior (5) and Senior (2) students with majors
in Computer Science, Mathematics, Mathematical Statistics, and Politics & International Affairs (half
are double-majors), and minors in Mathematics, Japanese, and Neuroscience. Our team will will
consist of six students, but we will switch one student if we compete virtually. Two of the students
are returning veterans who participated in the previous SC20 SCC, and five are new students. Our
students have taken a wide range of relevant prerequisite classes, including Data Structures I and II,
Databases, Parallel Computing, GPU Programming, Numerical Linear Algebra, and Machine
Learning and code in C/C++, Java, Python, MATLAB, R, CUDA, and SQL.

All team members want to receive a deeper hands-on experience on high performance computing
hardware and software than their other classes, develop their problem solving and teamwork skills,
and apply those skills to their research projects involving HPC and big data, and broaden their
career prospects in areas such as machine learning, artificial intelligence, and data analytics. They
also enjoyed their last competing experience or heard from other students how much they enjoyed
it.

Team Weiming
PRESENTER_NAMES_AFFS

The Peking University Supercomputing Team, established in 2015, has gathered many students



enthusiastic with HPC. Our team has profound expertise in HPC competitions and participated in
the Student Cluster Competition at SC in 2016, 2017, 2019, and 2020. We also join IBM
OpenCAPI 2018 and ASC Student Supercomputing Challenge in 2019 and 2021.

Our team is composed of members from many different disciplines. Members from the school of
Electronics Engineering and Computer Science (EECS), the school of Physics and the Yuanpei
College who are passionate about supercomputing and scientific computing collaborate together to
solve different problems.

All of our members stand out in a way. Yueyang Pan, the leader of the team, has expertise in cluster
building and management. Li’ang Huang, from the school of Physics, shows great interest in
quantum physics and is engaged in the design of general quantum computers. Zhanpeng Liu is a
Yuanpei College student. He has a deep understanding in traditional cultures and could explain
computer systems using cultural stories. Zhewen Hao is a senior student passionate about parallel
algorithms and Junyi Guo is now working on building the PKU mirror site which will provide public
services soon. Jiaqi Si is a freshman proficient in algorithms and math. Half of the team members
experienced the VSCC 20 or ASC20-21. The great diversity of our team allows us to share
knowledge in different fields and enables us to tackle problems from different angles. Our Advisor,
Senior Engineer Chun Fan, from the PKU Computing Center, gives us much help. He is well
acquainted with many collaborating professors from the natural science department. He also has
connections with companies which generously provide resources for our training.

#The help of HPC in students’ academic careers

Combining HPC and AI is now the cutting-edge technology in natural science. HPC provides
enough computational capability for newly proposed AI methods which solves problems of much
larger scale. As HPC is becoming more vital, we believe the experience in SCC will benefit our
academic careers. Team members learn how to do performance profiling of an application and
different methods to optimize hotspots. Also members are encouraged to dig out more in the
related areas like network and storage and share these insights with each other.

During the training process, we often invite professors to give us lectures which enriches our
domain-specific knowledge. We also build a wide connection with the industry like Alibaba and
Nvidia which some of our previous members are now working for. Some others will further carry
out HPC research in world-famous universities like ETH.

Apart from academic benefits for the team members, SCC experience also brought achievements.
In 2017, our proposed cluster got featured on the SCC List of TOP 500 Supercomputers. Our team
has been invited to submit our reproducibility reports to PARCO and TPDS for every participation.
In VSCC 20, we won second place in the final. These achievements will undoubtedly benefit



students' future careers greatly.

Death Valley Computing
PRESENTER_NAMES_AFFS

HPC is a priority and topic of research across several departments and colleges at Clemson
University. Clemson students and faculty regularly use HPC to revolutionize their field of study.
Last year, Clemson put together a diverse and competitive team and competed for the first time at
the Virtual Student Cluster Competition (VSCC) . This year Clemson’s Death Valley Computing is a
diverse and strong team with new candidates who are applying their strengths and collaborating
together to build a formidable team. Each member carries a strong foundation in traditional
computer science and engineering, along with their individual experiences and skill sets for various
aspects of the competition. Participation in the SCC provides us with an opportunity unlike any
other to combine our knowledge and creativity to evaluate and expand our understanding of HPC;
more importantly, lay the foundation for future opportunities in graduate school and industry.

Aaron Bruner, a senior Computer Engineer (CPE), is interested in Artificial Intelligence, Machine
Learning and Computer Vision for autonomous vehicles. After graduating, he will work at Proterra
researching self-driving busses.

Cooper Sanders, a junior (CPE), is interested in deep learning and worked on five different research
projects in Math and ECE. He has explored DL models in Clemson’s DGX2 culminating in him
interning with Clemson Energy Visualization & Analytics Center designing algorithms to forecast
campus power consumption.

David Krasowska, a junior (CPE) with a minor in Mathematics and CS, is interested in hardware
design and architecture. He spent four years in FIRST Robotics developing efficient robot
mechanical designs and competitive skills.

Ethan Gindlesperger, a junior (CPE) with a minor in mathematics and a focus on signal processing,
has a background in video game design, robotics, and took part in highschool Science Olympiad
competitions. Ethan will parlay his HPC experience in this competition to become a strong
candidate for graduate school and/or industry jobs.

Sansriti Ranjan, a senior (CPE) from Bangalore, India. She is a former college tennis player who is
inquisitive and keen to learn about HPC’s transformational impact in data analytics and machine
learning in sports to improve athletic performance. She competed on Clemson’s 2020 team.

Steven Lam, a junior (CPE), is interested in computer architecture and has built several computers.



He worked as a software developer for Itron’s Research and Development Team building internal
web applications. As a sophomore, he developed a self-driving AI to be used in The Open Racing
Simulator to detect potholes or abnormalities in the road or traffic and distribute that information
locally to the other cars.

The team’s mentor is Dr. Jon C. Calhoun, a tenure-track Assistant Professor of Electrical and
Computer Engineering who researches fault tolerance and lossy data compression. He is a strong
advocate of HPC education and research for undergraduates; mentoring 7 undergraduates in his
research group in 2020-2021.

GeekPie_HPC
PRESENTER_NAMES_AFFS

The GeekPie_HPC team is united with a broad background and different STEM minds that aim to
discover and resolve challenging engineering works. The philosophy of problem-solving is highly
related to HPC applications and DevOps. We are equipped with free will and a solid ability to
explore the technology world.

As for the diversity of research interest, Yiwei, the captain of two terms, currently works on
Persistent Memory systems and is also interested in Programming Language Design. Thanks to 1
year of HPC practices, he interned at Jump Trading, Shanghai, for the summer of 2020, focusing on
hacks of Linux and Intel processors. Prior to that, he researched System and Software Security Lab
at ShanghaiTech on Adversarial Machine Learning and Symbolic Solver of Libra. The first one has
been published on ISSTA21.

Siyuan is the only Sophomore and devoted to computer vision a lot. He is from Multi-disciplinary AI
VR/AR Studio(MARS), a lab attempting to use multi-media like VRs to implement more lively
graphics on stage.

Chuyi is a Computer Graphics and Computer Vision enthusiast. She has conducted many small
projects in these fields.

Yuhao and Yuchen are from the Laboratory of I/O system and data science(LION). Our advisor, Prof.
Shu Yin, is also the advisor of this lab. His recent research projects focus on application-driven
active storage systems design and optimization, including novel storage middleware for bio-
computing data representation, such as visual molecular dynamics (VMD) tool I/O optimization and
robotic operating system(ROS) data management. He has been on the program committees of
various international conferences, including IEEE ICPP, IEEE ICDCS, IEEE HPCC, IEEE Cluster and
IEEE IPCCC.



Haotian is a geek from the GeekPie_Web team. He is the daily DevOps of our association's website.
Our confluence page and GitLab are under the maintenance of him, during which he learned k8s
and rancher. He is currently working on the reverse engineer of a Japanese Unity game and, by the
way, contributes to its community.

Our previous teammates definitely benefit from the SC competition, which we are grateful to the
committee. We meet the software and hardware nerd of our age and would share our experience
and provide internship opportunities. They pursue their studies both in prestigious schools and
world-famous companies because of the experience and connections made in SC and their further
efforts in their fields. Specifically, Jia Du went to Carnegie Mellon University to study computer
vision, her study interest in Shanghaitech. Yanjie Song landed his research career in Prof. Shu Yin's
team, focusing on the application of Non-volatile random-access memory in the general memory
hierarchy. Jianwen Luo interned at Xilinx and would join Prof. Yajun's lab in our school, targetting
FPGA acceleration in traditional computational models. Yuzhuo Jing will start his Ph.D. degree at
John Hopkins University, focusing on the I/O system.

Team Phoenix
PRESENTER_NAMES_AFFS

Georgia Tech is a melting pot for the world’s most creative and curious minds. Our campus
facilitates strong relationships, and from those relationships we build amazing things that shape
our world. Our team is one such relationship.

The members of Team Phoenix are Albert Chen, Aman Jain, Nicole Prindle, Marissa Sorkin, Sean
Fish, and Evan Montoya. We were brought together by our shared interest in high-performance
computing, and we hope that this competition furthers our experience in HPC and our involvement
in the HPC community.

We have a strong and diverse team with members and advisors with varied experience across
academics, research, and industry. Collectively we study 7 of the 8 concentrations in CS offered by
Georgia Tech’s College of Computing. Our members do research with Georgia Tech faculty in fields
such as video analytics and compilers. Many of us also have industry internship experience for
companies including the Georgia Tech Research Institute, State Farm, and Google.

Nicole and Aman are both TAs in the College of Computing for courses on computer organization.
Nicole’s passion for compilers and computing theory drew her to this competition. Sean, Aman, and
Albert all enjoy building computers and working with server hardware, which inspired them to
participate in this competition. Albert is interested in the multidisciplinary application of HPC in



fields such as simulations and AI. He has taken an undergraduate introduction to HPC class which
has provided him with a more informed perspective on how HPC applications work. Marissa’s
software engineering experiences on data visualization projects, testing big data applications, and
an internship at Intel all drive her interest in HPC.

The newest additions to the competition team are Evan and Sean. Sean, although new to the team,
has been a part of the Vertically Integrated Project (VIP) HPC undergraduate research class, a class
designed specifically to train SCC teams, for over a year and has seen the team prepare for
VSCC20. Evan is a freshman who joined the team this past semester, and he is primarily interested
in the intersection between HPC, big data, and AI.

Four of our team members participated in SCC 20 last year, and that team placed third overall.
Having returning members as well as having learned lessons from last year’s competition makes us
especially strong contenders this year.

Our advisor is Vijay Thakkar, a graduate student at Georgia Tech and a finalist for the Gordon Bell
prize in 2020. He is currently interning at NVIDIA and did a past internship at Cerebras Systems.
This is his second time advising Team Phoenix.

Our team’s background and experience demonstrate both our skills and our ability to work as
teammates. By competing at SCC, we hope to design a powerful computer system, optimize
software to push the limits of our system, and learn about applying core HPC concepts to our own
projects and careers.

Tsinghua University Team
PRESENTER_NAMES_AFFS

1.HPC and Computational Science Experience

Tsinghua SCC (Student Cluster Competition) Team is one of the most competitive teams worldwide
currently in SCC challenges. In recent years, we won champion titles at SC’15, ISC’15, ASC’15,
ISC’17, ASC’17, ASC’18, ISC’18, SC’18, SC’19, and SC’20 competitions. And we have been
continuously recruiting new members to maintain the team activity and inherit competition
experience.

Many of us are working as research assistants in laboratories, and many projects that we have
finished are related to HPC or computational science. Zeyu Song is working on automatic
acceleration for GPU devices. Mingshu Zhai has experience in developing graph mining
applications. Kaiyuan Rong has participated in developing deep neural network framework that



optimizes tensor programs. Yanyu Ren is working on scheduling techniques for GPU architectures
on different scales. We know various aspects, and we can work together to cope with multiple
types of challenges.

2. Interdisciplinary Knowledge

In terms of interdisciplinary knowledge, our team members each have their specialty in different
non-computing fields. Zeyu Song has provided system support for several programming contests.
Mingshu Zhai participated in the Electronic Trading Challenge. Kaiyuan Rong and Yuxi Zhu have
received various prizes in math competitions since high school. Yanyu Ren minors in Economics &
Finance. We believe interdisciplinary knowledge can broaden our thinking when we meet
difficulties.

3. Broad Background

In addition, we have a solid foundation of various types of fields and skills such as programming,
algorithms, and data structures. Most of us have participated in the Olympiad in Informatics
contests in high school. After admission to Tsinghua University, we keep up our work while
extensively learning computer theory and architecture, parallel computing, and programming on
various platforms. Diversified computer skills and the experiences mentioned above enable us to
make practical solutions to real problems efficiently.

4. Competition Experience

For the prior competition experience, Mingshu Zhai and Zeyu Song have participated in the ISC’20
and SC’20 competitions. They have detailed knowledge about the full workflow of the competition.
In addition, most of us are playing an important role in the upcoming ASC’21 and ISC’21
competitions. Also, former members of our team are invited to join our discussion and provide
inspiration, especially when we meet difficulties similar to what they have encountered.

5. Reasons for Participation

The challenges of SC competitions come in different aspects, from tuning large-scale programs to
designing an informative and delicate poster and presenting it to nonprofessional viewers. The
most precious thing is that our ability to find and solve problems will be greatly improved. By
attending the competition, we can gain comprehensive knowledge and experience not only in the
field of HPC but helpful in our whole future academic career as well.

6. Advisor’s Background



Our advisors, Jidong Zhai and Wentao Han, are teachers in the department of computer science.
They join the discussion in our weekly meeting, help us to contact experts of the applications, and
find support for the hardware we need. Details of advisors’ background are provided in part “Team
Preparation”.

SUSTech Supercomputing Team
PRESENTER_NAMES_AFFS

- We are from the SUSTech Supercomputing Team (SST). The team is composed of SUSTech
undergraduates who take great interest in computational science and engineering. SST serves for
large HPC user community in SUSTech and practice HPC skills in real scene.

- Team Captain, Tongzhou Gu - Year 3 Student - Participant of SC20 SCC, ASC20-21, 2020 APAC
HPC-AI Competition - Captain of ASC19 - Student Assistant of Georgios Laboratory, assisting
teaching course Distributed and Cloud Computing - Student Assistant of Center for Computational
Science and Engineering (CCSE) - Working on Characterizing Distributed Machine Learning System
on Graph

- Yiqi Zhang - Year 3 Student - Captain of SC20 SCC, ASC20-21 - Participant of 2020 HPC-AI
Competition - Student Assistant of CCSE

- Wenxuan Shi - Year 3 Student - Participant of ASC19, ICPC Contest, Mathematical Contest -
Captain of SUSTech CTF Team - Student Assistant of COMputer And Systems Security Lab,
assisting teaching course Introduction to Computer Programming - Working on making use of ARM
hardware features to implement security tools

- Botian XU - Year 3 Student - Participant of ASC19 - Student Assistant of Department of
Computer Science and Engineering, assisting teaching courses Introduction to Programming and
Computer Networking - Working on the research of Deep Learning for Fluid Modeling

- And we have two talented freshmen this year, and they are

- Bingzhen Wang - Year 1 Student - Maintainer of SUSTech Open Source Mirrors - Participant of
NOIP Contest - Try to implement a software Ray-Tracing Render using Rust

- Yingwei Zheng - Year 1 Student - Participant of NOIP Contest - Try to implement a rendering
framework using NVIDIA MDL, NVRTC, JIT Linker, NVIDIA OptiX and modern C++

- As for our advisor - Dr. Fan is the chief engineer (Senior Engineer) of the SUSTech CCSE. He has



published more than twenty papers in high-level academic journals with hundreds of citations. His
research proposal was supported by the Youth Program of National Natural Science Foundation of
China and participated in several other programs of National Natural Science Funds.

- The SUSTech Supercomputing Team has a lot of non-computer students, including Yiqi Zhang
from the Department of Biology, ASC19 captain and team members from the Department of
Oceanography and the Department of Mechanics, and CCSE Director Lianping Wang is a chair
professor of the Department of Mechanics and Astronautics. Our Team has experience in
interdisciplinary cooperation. These experiences will help us to cooperate with experts in other
disciplines to find new breakthrough points in performance.

- The reason why we can create a team with a broad background of experience relevant to the
competition is because we focus on training new teammates. We encourage new teammates to
participate in the competition to exercise their abilities. At the same time, we hope that new players
can enjoy the competition and experience the charm of the competition.

- Using HPC will improve students' ability to maintain computers and develop and debug
programs, and at the same time strengthen students' understanding of computer architecture. The
purpose of our participation in the SC competition includes, but is not limited to, training students'
abilities, making new friends, participating in top conferences, and understanding cutting-edge
trends.

Jinan University
PRESENTER_NAMES_AFFS

Jinan University is the first over-seas Chinese institution of higher education established by the
country and is known as the "Chinese first overseas school". JNU is one of the national 211-Project
universities and a high-level university of Guangdong Province. She was recognized as a national
"Double First Class" discipline university in 2017. JNU has a strong teaching and R&D team. By
November 2020, JNU has more than 100 professors and senior researchers in the fields of
computing, information science and AI, leading by academicians of the Chinese Academy of
Engineering. JNU is also equipped with state-of-the-art supercomputing hardware and software
which are worth hundreds of millions of yuan.

Prof. Yang is Full Professor and Associate Dean of the School of Intelligent Systems Science and
Engineering, Jinan University. He is also an Adjunct Professor of the Shenzhen Institutes of
Advanced Technology (SIAT) of the Chinese Academy of Science (CAS). He is IET Fellow, IEEE
Senior Member, PMI member and certified PMP. His research interests are in the general areas of
IoT, big data and AI. He has led more than 20 R&D projects, including the National Key R&D



Program of China, National Science and Technology Projects of China, Provincial Key R&D Program
of Guangdong and etc. Prior to returning to academia, Prof. Yang was the founder of a startup
company in the field of IoT. After joining Jinan University, he serves as the associate dean of the
Institute of Physical Internet, coordinates the R&D of the institute, and leads the major R&D
activities in AI area.

Dr. Xin-Yuan Zhang received the B.S. and Ph.D. degree from Sun Yat-Sen University, China, in 2014
and 2019, respectively. Currently, he is a lecturer in the school of Intelligent Systems and Science
and Engineering, Jinan University. His research interests include the evolutionary computation
algorithms, the swarm intelligence algorithms, the large-scale optimization, their applications in
real-world problems, and the smart grid.

Jiaming Li, Grade-3 undergraduate student in Software Engineering. He is an energetic developer
and has great interest in searching new area and self-learning. During school, he has taken a series
of basic and professional courses, including Principles of Computer Organization, C/C++ language
and Python. With the outstanding capability, he won 2020 National Scholarship, ASC20-21
champion.

Leyi Wang, Grade-3 undergraduate student in Electrical Engineering and Automation. She is
familiar with python/c/c++ and Linux system. She has participated in the 2020-2021 ASC World
University Supercomputer Preliminary Contest, responsible for HPL/HPCG and scientific computing
challenges.

Jing Hu, Grade-2 undergraduate student in Information Security. He is familiar with C/C++ and
python. He was a team member of ASC20-21 champion team, responsible for scientific computing
challenges.
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Massachusetts Green Team
PRESENTER_NAMES_AFFS

Benjamin Li is a Junior at Boston University studying ECE. He is the President of the HPC club and
hosts workshops presenting HPC-related technologies, like MPI and Slurm. He participated in last
year’s competition. Po-Hao Chen is a Sophomore at Boston University studying CS. He has
experience in computational science, and leverages clusters as a researcher working on deep-
learning techniques for medical imaging. He participated in last year’s competition. Richard
Kumahia, a first-time competitor, is a Junior at UMass Lowell studying Computer Engineering. This
will be the first time since 2018 that UMass will have a representative.

David Shen, a first-time competitor, is a Junior at Boston College studying Computer Science. David
has competeted in MIT Battlecode AI, where he used scientific computing to analyse the actions of
his robot. He will be the first person to represent Boston College at SC.

Carlton Knox, a first-time competitor, is a Sophomore studying Computer Engineering at Boston
University. He is a member of the HPC club.

Michael Klein, a first time competitor, is a Freshman at Boston University studying computer
science. He is a member of the HPC club.

The Massachusetts Green Team is composed of students representing three diverse Boston
universities. Richard has a deep knowledge of circuits and electromagnetics. Benjamin has
knowledge of classical and modern physics, as well as device physics and semiconductor materials
science. Both Benjamin and Richard believe that this can help them understand the background
behind many of the scientific applications. Po Hao has a self-taught life sciences background. Two
team members, Benjamin and Po-Hao, have participated previously in the SC20 Student Cluster
Competition. They want to apply the skills they’ve gained from that experience to perform better
this year. While the other members are new, they are excited and motivated to learn about cluster
computing, and will bring fresh ideas that the other members might not have previously
considered. Po Hao is interested in designing efficient algorithms and plans to pursue a Ph.D in
theoretical computer science. Benjamin will soon be pursuing a Ph.D in HPC, and has worked with



large clusters in the past. He hopes to gain applicable skills for his career, as well as network with
industry veterans. Richard hopes to gain more experience with computational science in order to
better understand the capabilities of computers. Throughout his undergraduate career, David has
worked with operating systems and file systems. He hopes to benefit from optimizing a distributed
file system for this competition. Carlton will be doing research related to computer processor
cooling solutions this summer. By participating, he hopes to learn more about how HPC can be
applied to his research. Michael is interested in HPC as an academic career path because he enjoys
optimizing algorithms for hardware. He wants to learn more about the field and connect with
industry professionals. Kurt Keville, the team’s advisor, is a researcher at MIT and has previously
mentored many competition teams. He has provided us with resources, connections, and well as
insight into cluster design.

ThreadShredders
PRESENTER_NAMES_AFFS

The SDSC/UCSD SCC21 team is self-motivated, technically competent, highly interested in HPC,
and have multiple experiences using supercomputers in research or projects. We have team
members from the SCC20 virtual cluster competition, where we placed 4th overall. Two SCC20
team members have chosen to join the SCC21 team, and two have returned as mentors. With this
team we feel we have the “right stuff” to succeed at SCC21, whether virtual or in person. Our team
training activities are fully supported, sponsored and mentored by SDSC through the HPC Students
Program. We mentors from SDSC, UCSD CSE, and vendors to train the team and answer questions,
ensuring our team’s success in the competition.

Our team members are majoring/minoring in a variety of fields including Computer Science,
Computer Engineering, Data Science, Mathematics, and Physics. In total, our technical stack
includes: major programming languages (C/C++, Python, Java); parallel programming (MPI, CUDA,
OpenMP); scientific applications (LAMMPS, Exciting, Avogadro, Quantum Espresso); hardware
description languages (Verilog); and Machine Learning (Pytorch, TensorFlow). Many team members
also have experience doing scientific computing applications from working in research internships.

We asked team members to explain why they wanted to participate and how HPC would impact
their careers:

Grant Castaneda worked in an oceanography lab doing scientific computing and modeling using
HPC. He joined SCC to learn more so he can be more productive in his career, where he will focus
on bioinformatics, oceanography and data analysis.

John Ge has been taking HPC training and interns at SDSC. He wants to compete at SCC21 where



he can apply his middleware skills. He wants to apply his HPC knowledge to cyberinfrastructure.

Arunuv Gupta was on our SCC20 team, and hopes to gain more HPC experience through the
competition, which, coupled with his education in Data Science, will help him build large-scale
machine learning systems during his career

Zihao Kong competed at SCC20, and wants to be the go-to person for the team. He has a passion
for knowledge in computer architecture and HPC. He can’t wait to join the competition so he can
conquer more challenges in the field and apply this knowledge to his research.

John Li brings a strong Linux System administration and cybersecurity background to the team. He
wanted to join the team so he could gain experience with HPC and parallel computing and apply
that knowledge into other fields in the future.

Matthew Mikhailov studies materials science and runs Quantum Espresso. He saw that it is one of
the applications and that made him want to join the team. He hopes HPC will help him to develop
the next generation of processors for scientific computing.

Team advisor Dr. Mary Thomas has degrees in physics and computational science, has taught
parallel computing for 16 years, and is the HPC Training lead at SDSC. She also enjoys the SCC
program -- she has led three SCC teams: SCC16, SCC17 (San Diego State University) and SCC20
(UCSD). Her enthusiasm, knowledge, practical experience will benefit the team.

Daemon Deacons
PRESENTER_NAMES_AFFS

Wake Forest University is a liberal arts university with a predominantly undergraduate population
currently listed on US World News Reports with a National Rank of #28. Located in North Carolina,
Wake Forest University has about 5,000 undergraduate and 3,000 graduate students and prides
itself on its low faculty-student ratio (1:10). In 2018, we were the first school from North Carolina
to participate in the SC Student Cluster Competition (SCC), and we have now competed for three
consecutive years.

To prepare for the competition, the Computer Science Department created a brand new High
Performance Computing class in Fall 2017. It has been taught for 12 consecutive semesters by
Prof. Samuel Cho (Associate Prof., Depts. Computer Science & Physics), who is the primary advisor
for this team. Prof. Cho has extensive experience performing research and teaching classes in GPU
Programming, Parallel Algorithms, Computational Biophysics, and Machine Learning. He has
received funding from the National Science Foundation, National Institutes of Health, and NVIDIA,



Inc. for research in those subjects. In addition, our team has three secondary advisors, Adam
Carlson (Senior UNIX Systems Administrator), Cody Stevens (HPC UNIX Systems Administrator),
and Dr. Sean Anderson (HPC UNIX System Administrator); together, they comprise the High
Performance Computing Team at our university’s DEAC Supercomputing Facility (4K CPU and 12K+
GPU cores). All advisors have extensive practical experience in compiling, running, benchmarking,
and maintaining a variety of HPC applications and hardware. To date, 41 unique undergraduate
students have taken the High Performance Computing class over the past 5 years. In addition, the
Department of Computer Science has committed to funding the travel of our team and transport
hardware if our team competes in person. If our team competes virtually, they have committed to
provide Azure Cloud credits until our team receives credit from the SCC organizers, and they will
also provide a dedicated space in the department for the team to compete.

Our current undergraduate student team consists of Junior (5) and Senior (2) students with majors
in Computer Science, Mathematics, Mathematical Statistics, and Politics & International Affairs (half
are double-majors), and minors in Mathematics, Japanese, and Neuroscience. Our team will will
consist of six students, but we will switch one student if we compete virtually. Two of the students
are returning veterans who participated in the previous SC20 SCC, and five are new students. Our
students have taken a wide range of relevant prerequisite classes, including Data Structures I and II,
Databases, Parallel Computing, GPU Programming, Numerical Linear Algebra, and Machine
Learning and code in C/C++, Java, Python, MATLAB, R, CUDA, and SQL.

All team members want to receive a deeper hands-on experience on high performance computing
hardware and software than their other classes, develop their problem solving and teamwork skills,
and apply those skills to their research projects involving HPC and big data, and broaden their
career prospects in areas such as machine learning, artificial intelligence, and data analytics. They
also enjoyed their last competing experience or heard from other students how much they enjoyed
it.

Team Weiming
PRESENTER_NAMES_AFFS

The Peking University Supercomputing Team, established in 2015, has gathered many students
enthusiastic with HPC. Our team has profound expertise in HPC competitions and participated in
the Student Cluster Competition at SC in 2016, 2017, 2019, and 2020. We also join IBM
OpenCAPI 2018 and ASC Student Supercomputing Challenge in 2019 and 2021.

Our team is composed of members from many different disciplines. Members from the school of
Electronics Engineering and Computer Science (EECS), the school of Physics and the Yuanpei
College who are passionate about supercomputing and scientific computing collaborate together to



solve different problems.

All of our members stand out in a way. Yueyang Pan, the leader of the team, has expertise in cluster
building and management. Li’ang Huang, from the school of Physics, shows great interest in
quantum physics and is engaged in the design of general quantum computers. Zhanpeng Liu is a
Yuanpei College student. He has a deep understanding in traditional cultures and could explain
computer systems using cultural stories. Zhewen Hao is a senior student passionate about parallel
algorithms and Junyi Guo is now working on building the PKU mirror site which will provide public
services soon. Jiaqi Si is a freshman proficient in algorithms and math. Half of the team members
experienced the VSCC 20 or ASC20-21. The great diversity of our team allows us to share
knowledge in different fields and enables us to tackle problems from different angles. Our Advisor,
Senior Engineer Chun Fan, from the PKU Computing Center, gives us much help. He is well
acquainted with many collaborating professors from the natural science department. He also has
connections with companies which generously provide resources for our training.

#The help of HPC in students’ academic careers

Combining HPC and AI is now the cutting-edge technology in natural science. HPC provides
enough computational capability for newly proposed AI methods which solves problems of much
larger scale. As HPC is becoming more vital, we believe the experience in SCC will benefit our
academic careers. Team members learn how to do performance profiling of an application and
different methods to optimize hotspots. Also members are encouraged to dig out more in the
related areas like network and storage and share these insights with each other.

During the training process, we often invite professors to give us lectures which enriches our
domain-specific knowledge. We also build a wide connection with the industry like Alibaba and
Nvidia which some of our previous members are now working for. Some others will further carry
out HPC research in world-famous universities like ETH.

Apart from academic benefits for the team members, SCC experience also brought achievements.
In 2017, our proposed cluster got featured on the SCC List of TOP 500 Supercomputers. Our team
has been invited to submit our reproducibility reports to PARCO and TPDS for every participation.
In VSCC 20, we won second place in the final. These achievements will undoubtedly benefit
students' future careers greatly.

Death Valley Computing
PRESENTER_NAMES_AFFS

HPC is a priority and topic of research across several departments and colleges at Clemson



University. Clemson students and faculty regularly use HPC to revolutionize their field of study.
Last year, Clemson put together a diverse and competitive team and competed for the first time at
the Virtual Student Cluster Competition (VSCC) . This year Clemson’s Death Valley Computing is a
diverse and strong team with new candidates who are applying their strengths and collaborating
together to build a formidable team. Each member carries a strong foundation in traditional
computer science and engineering, along with their individual experiences and skill sets for various
aspects of the competition. Participation in the SCC provides us with an opportunity unlike any
other to combine our knowledge and creativity to evaluate and expand our understanding of HPC;
more importantly, lay the foundation for future opportunities in graduate school and industry.

Aaron Bruner, a senior Computer Engineer (CPE), is interested in Artificial Intelligence, Machine
Learning and Computer Vision for autonomous vehicles. After graduating, he will work at Proterra
researching self-driving busses.

Cooper Sanders, a junior (CPE), is interested in deep learning and worked on five different research
projects in Math and ECE. He has explored DL models in Clemson’s DGX2 culminating in him
interning with Clemson Energy Visualization & Analytics Center designing algorithms to forecast
campus power consumption.

David Krasowska, a junior (CPE) with a minor in Mathematics and CS, is interested in hardware
design and architecture. He spent four years in FIRST Robotics developing efficient robot
mechanical designs and competitive skills.

Ethan Gindlesperger, a junior (CPE) with a minor in mathematics and a focus on signal processing,
has a background in video game design, robotics, and took part in highschool Science Olympiad
competitions. Ethan will parlay his HPC experience in this competition to become a strong
candidate for graduate school and/or industry jobs.

Sansriti Ranjan, a senior (CPE) from Bangalore, India. She is a former college tennis player who is
inquisitive and keen to learn about HPC’s transformational impact in data analytics and machine
learning in sports to improve athletic performance. She competed on Clemson’s 2020 team.

Steven Lam, a junior (CPE), is interested in computer architecture and has built several computers.
He worked as a software developer for Itron’s Research and Development Team building internal
web applications. As a sophomore, he developed a self-driving AI to be used in The Open Racing
Simulator to detect potholes or abnormalities in the road or traffic and distribute that information
locally to the other cars.

The team’s mentor is Dr. Jon C. Calhoun, a tenure-track Assistant Professor of Electrical and
Computer Engineering who researches fault tolerance and lossy data compression. He is a strong



advocate of HPC education and research for undergraduates; mentoring 7 undergraduates in his
research group in 2020-2021.

GeekPie_HPC
PRESENTER_NAMES_AFFS

The GeekPie_HPC team is united with a broad background and different STEM minds that aim to
discover and resolve challenging engineering works. The philosophy of problem-solving is highly
related to HPC applications and DevOps. We are equipped with free will and a solid ability to
explore the technology world.

As for the diversity of research interest, Yiwei, the captain of two terms, currently works on
Persistent Memory systems and is also interested in Programming Language Design. Thanks to 1
year of HPC practices, he interned at Jump Trading, Shanghai, for the summer of 2020, focusing on
hacks of Linux and Intel processors. Prior to that, he researched System and Software Security Lab
at ShanghaiTech on Adversarial Machine Learning and Symbolic Solver of Libra. The first one has
been published on ISSTA21.

Siyuan is the only Sophomore and devoted to computer vision a lot. He is from Multi-disciplinary AI
VR/AR Studio(MARS), a lab attempting to use multi-media like VRs to implement more lively
graphics on stage.

Chuyi is a Computer Graphics and Computer Vision enthusiast. She has conducted many small
projects in these fields.

Yuhao and Yuchen are from the Laboratory of I/O system and data science(LION). Our advisor, Prof.
Shu Yin, is also the advisor of this lab. His recent research projects focus on application-driven
active storage systems design and optimization, including novel storage middleware for bio-
computing data representation, such as visual molecular dynamics (VMD) tool I/O optimization and
robotic operating system(ROS) data management. He has been on the program committees of
various international conferences, including IEEE ICPP, IEEE ICDCS, IEEE HPCC, IEEE Cluster and
IEEE IPCCC.

Haotian is a geek from the GeekPie_Web team. He is the daily DevOps of our association's website.
Our confluence page and GitLab are under the maintenance of him, during which he learned k8s
and rancher. He is currently working on the reverse engineer of a Japanese Unity game and, by the
way, contributes to its community.

Our previous teammates definitely benefit from the SC competition, which we are grateful to the



committee. We meet the software and hardware nerd of our age and would share our experience
and provide internship opportunities. They pursue their studies both in prestigious schools and
world-famous companies because of the experience and connections made in SC and their further
efforts in their fields. Specifically, Jia Du went to Carnegie Mellon University to study computer
vision, her study interest in Shanghaitech. Yanjie Song landed his research career in Prof. Shu Yin's
team, focusing on the application of Non-volatile random-access memory in the general memory
hierarchy. Jianwen Luo interned at Xilinx and would join Prof. Yajun's lab in our school, targetting
FPGA acceleration in traditional computational models. Yuzhuo Jing will start his Ph.D. degree at
John Hopkins University, focusing on the I/O system.

Team Phoenix
PRESENTER_NAMES_AFFS

Georgia Tech is a melting pot for the world’s most creative and curious minds. Our campus
facilitates strong relationships, and from those relationships we build amazing things that shape
our world. Our team is one such relationship.

The members of Team Phoenix are Albert Chen, Aman Jain, Nicole Prindle, Marissa Sorkin, Sean
Fish, and Evan Montoya. We were brought together by our shared interest in high-performance
computing, and we hope that this competition furthers our experience in HPC and our involvement
in the HPC community.

We have a strong and diverse team with members and advisors with varied experience across
academics, research, and industry. Collectively we study 7 of the 8 concentrations in CS offered by
Georgia Tech’s College of Computing. Our members do research with Georgia Tech faculty in fields
such as video analytics and compilers. Many of us also have industry internship experience for
companies including the Georgia Tech Research Institute, State Farm, and Google.

Nicole and Aman are both TAs in the College of Computing for courses on computer organization.
Nicole’s passion for compilers and computing theory drew her to this competition. Sean, Aman, and
Albert all enjoy building computers and working with server hardware, which inspired them to
participate in this competition. Albert is interested in the multidisciplinary application of HPC in
fields such as simulations and AI. He has taken an undergraduate introduction to HPC class which
has provided him with a more informed perspective on how HPC applications work. Marissa’s
software engineering experiences on data visualization projects, testing big data applications, and
an internship at Intel all drive her interest in HPC.

The newest additions to the competition team are Evan and Sean. Sean, although new to the team,
has been a part of the Vertically Integrated Project (VIP) HPC undergraduate research class, a class



designed specifically to train SCC teams, for over a year and has seen the team prepare for
VSCC20. Evan is a freshman who joined the team this past semester, and he is primarily interested
in the intersection between HPC, big data, and AI.

Four of our team members participated in SCC 20 last year, and that team placed third overall.
Having returning members as well as having learned lessons from last year’s competition makes us
especially strong contenders this year.

Our advisor is Vijay Thakkar, a graduate student at Georgia Tech and a finalist for the Gordon Bell
prize in 2020. He is currently interning at NVIDIA and did a past internship at Cerebras Systems.
This is his second time advising Team Phoenix.

Our team’s background and experience demonstrate both our skills and our ability to work as
teammates. By competing at SCC, we hope to design a powerful computer system, optimize
software to push the limits of our system, and learn about applying core HPC concepts to our own
projects and careers.

Tsinghua University Team
PRESENTER_NAMES_AFFS

1.HPC and Computational Science Experience

Tsinghua SCC (Student Cluster Competition) Team is one of the most competitive teams worldwide
currently in SCC challenges. In recent years, we won champion titles at SC’15, ISC’15, ASC’15,
ISC’17, ASC’17, ASC’18, ISC’18, SC’18, SC’19, and SC’20 competitions. And we have been
continuously recruiting new members to maintain the team activity and inherit competition
experience.

Many of us are working as research assistants in laboratories, and many projects that we have
finished are related to HPC or computational science. Zeyu Song is working on automatic
acceleration for GPU devices. Mingshu Zhai has experience in developing graph mining
applications. Kaiyuan Rong has participated in developing deep neural network framework that
optimizes tensor programs. Yanyu Ren is working on scheduling techniques for GPU architectures
on different scales. We know various aspects, and we can work together to cope with multiple
types of challenges.

2. Interdisciplinary Knowledge

In terms of interdisciplinary knowledge, our team members each have their specialty in different



non-computing fields. Zeyu Song has provided system support for several programming contests.
Mingshu Zhai participated in the Electronic Trading Challenge. Kaiyuan Rong and Yuxi Zhu have
received various prizes in math competitions since high school. Yanyu Ren minors in Economics &
Finance. We believe interdisciplinary knowledge can broaden our thinking when we meet
difficulties.

3. Broad Background

In addition, we have a solid foundation of various types of fields and skills such as programming,
algorithms, and data structures. Most of us have participated in the Olympiad in Informatics
contests in high school. After admission to Tsinghua University, we keep up our work while
extensively learning computer theory and architecture, parallel computing, and programming on
various platforms. Diversified computer skills and the experiences mentioned above enable us to
make practical solutions to real problems efficiently.

4. Competition Experience

For the prior competition experience, Mingshu Zhai and Zeyu Song have participated in the ISC’20
and SC’20 competitions. They have detailed knowledge about the full workflow of the competition.
In addition, most of us are playing an important role in the upcoming ASC’21 and ISC’21
competitions. Also, former members of our team are invited to join our discussion and provide
inspiration, especially when we meet difficulties similar to what they have encountered.

5. Reasons for Participation

The challenges of SC competitions come in different aspects, from tuning large-scale programs to
designing an informative and delicate poster and presenting it to nonprofessional viewers. The
most precious thing is that our ability to find and solve problems will be greatly improved. By
attending the competition, we can gain comprehensive knowledge and experience not only in the
field of HPC but helpful in our whole future academic career as well.

6. Advisor’s Background

Our advisors, Jidong Zhai and Wentao Han, are teachers in the department of computer science.
They join the discussion in our weekly meeting, help us to contact experts of the applications, and
find support for the hardware we need. Details of advisors’ background are provided in part “Team
Preparation”.

SUSTech Supercomputing Team



PRESENTER_NAMES_AFFS

- We are from the SUSTech Supercomputing Team (SST). The team is composed of SUSTech
undergraduates who take great interest in computational science and engineering. SST serves for
large HPC user community in SUSTech and practice HPC skills in real scene.

- Team Captain, Tongzhou Gu - Year 3 Student - Participant of SC20 SCC, ASC20-21, 2020 APAC
HPC-AI Competition - Captain of ASC19 - Student Assistant of Georgios Laboratory, assisting
teaching course Distributed and Cloud Computing - Student Assistant of Center for Computational
Science and Engineering (CCSE) - Working on Characterizing Distributed Machine Learning System
on Graph

- Yiqi Zhang - Year 3 Student - Captain of SC20 SCC, ASC20-21 - Participant of 2020 HPC-AI
Competition - Student Assistant of CCSE

- Wenxuan Shi - Year 3 Student - Participant of ASC19, ICPC Contest, Mathematical Contest -
Captain of SUSTech CTF Team - Student Assistant of COMputer And Systems Security Lab,
assisting teaching course Introduction to Computer Programming - Working on making use of ARM
hardware features to implement security tools

- Botian XU - Year 3 Student - Participant of ASC19 - Student Assistant of Department of
Computer Science and Engineering, assisting teaching courses Introduction to Programming and
Computer Networking - Working on the research of Deep Learning for Fluid Modeling

- And we have two talented freshmen this year, and they are

- Bingzhen Wang - Year 1 Student - Maintainer of SUSTech Open Source Mirrors - Participant of
NOIP Contest - Try to implement a software Ray-Tracing Render using Rust

- Yingwei Zheng - Year 1 Student - Participant of NOIP Contest - Try to implement a rendering
framework using NVIDIA MDL, NVRTC, JIT Linker, NVIDIA OptiX and modern C++

- As for our advisor - Dr. Fan is the chief engineer (Senior Engineer) of the SUSTech CCSE. He has
published more than twenty papers in high-level academic journals with hundreds of citations. His
research proposal was supported by the Youth Program of National Natural Science Foundation of
China and participated in several other programs of National Natural Science Funds.

- The SUSTech Supercomputing Team has a lot of non-computer students, including Yiqi Zhang
from the Department of Biology, ASC19 captain and team members from the Department of
Oceanography and the Department of Mechanics, and CCSE Director Lianping Wang is a chair



professor of the Department of Mechanics and Astronautics. Our Team has experience in
interdisciplinary cooperation. These experiences will help us to cooperate with experts in other
disciplines to find new breakthrough points in performance.

- The reason why we can create a team with a broad background of experience relevant to the
competition is because we focus on training new teammates. We encourage new teammates to
participate in the competition to exercise their abilities. At the same time, we hope that new players
can enjoy the competition and experience the charm of the competition.

- Using HPC will improve students' ability to maintain computers and develop and debug
programs, and at the same time strengthen students' understanding of computer architecture. The
purpose of our participation in the SC competition includes, but is not limited to, training students'
abilities, making new friends, participating in top conferences, and understanding cutting-edge
trends.

Jinan University
PRESENTER_NAMES_AFFS

Jinan University is the first over-seas Chinese institution of higher education established by the
country and is known as the "Chinese first overseas school". JNU is one of the national 211-Project
universities and a high-level university of Guangdong Province. She was recognized as a national
"Double First Class" discipline university in 2017. JNU has a strong teaching and R&D team. By
November 2020, JNU has more than 100 professors and senior researchers in the fields of
computing, information science and AI, leading by academicians of the Chinese Academy of
Engineering. JNU is also equipped with state-of-the-art supercomputing hardware and software
which are worth hundreds of millions of yuan.

Prof. Yang is Full Professor and Associate Dean of the School of Intelligent Systems Science and
Engineering, Jinan University. He is also an Adjunct Professor of the Shenzhen Institutes of
Advanced Technology (SIAT) of the Chinese Academy of Science (CAS). He is IET Fellow, IEEE
Senior Member, PMI member and certified PMP. His research interests are in the general areas of
IoT, big data and AI. He has led more than 20 R&D projects, including the National Key R&D
Program of China, National Science and Technology Projects of China, Provincial Key R&D Program
of Guangdong and etc. Prior to returning to academia, Prof. Yang was the founder of a startup
company in the field of IoT. After joining Jinan University, he serves as the associate dean of the
Institute of Physical Internet, coordinates the R&D of the institute, and leads the major R&D
activities in AI area.

Dr. Xin-Yuan Zhang received the B.S. and Ph.D. degree from Sun Yat-Sen University, China, in 2014



and 2019, respectively. Currently, he is a lecturer in the school of Intelligent Systems and Science
and Engineering, Jinan University. His research interests include the evolutionary computation
algorithms, the swarm intelligence algorithms, the large-scale optimization, their applications in
real-world problems, and the smart grid.

Jiaming Li, Grade-3 undergraduate student in Software Engineering. He is an energetic developer
and has great interest in searching new area and self-learning. During school, he has taken a series
of basic and professional courses, including Principles of Computer Organization, C/C++ language
and Python. With the outstanding capability, he won 2020 National Scholarship, ASC20-21
champion.

Leyi Wang, Grade-3 undergraduate student in Electrical Engineering and Automation. She is
familiar with python/c/c++ and Linux system. She has participated in the 2020-2021 ASC World
University Supercomputer Preliminary Contest, responsible for HPL/HPCG and scientific computing
challenges.

Jing Hu, Grade-2 undergraduate student in Information Security. He is familiar with C/C++ and
python. He was a team member of ASC20-21 champion team, responsible for scientific computing
challenges.
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Massachusetts Green Team
PRESENTER_NAMES_AFFS

Benjamin Li is a Junior at Boston University studying ECE. He is the President of the HPC club and
hosts workshops presenting HPC-related technologies, like MPI and Slurm. He participated in last
year’s competition. Po-Hao Chen is a Sophomore at Boston University studying CS. He has
experience in computational science, and leverages clusters as a researcher working on deep-
learning techniques for medical imaging. He participated in last year’s competition. Richard
Kumahia, a first-time competitor, is a Junior at UMass Lowell studying Computer Engineering. This
will be the first time since 2018 that UMass will have a representative.

David Shen, a first-time competitor, is a Junior at Boston College studying Computer Science. David
has competeted in MIT Battlecode AI, where he used scientific computing to analyse the actions of
his robot. He will be the first person to represent Boston College at SC.

Carlton Knox, a first-time competitor, is a Sophomore studying Computer Engineering at Boston
University. He is a member of the HPC club.

Michael Klein, a first time competitor, is a Freshman at Boston University studying computer
science. He is a member of the HPC club.

The Massachusetts Green Team is composed of students representing three diverse Boston
universities. Richard has a deep knowledge of circuits and electromagnetics. Benjamin has
knowledge of classical and modern physics, as well as device physics and semiconductor materials
science. Both Benjamin and Richard believe that this can help them understand the background
behind many of the scientific applications. Po Hao has a self-taught life sciences background. Two
team members, Benjamin and Po-Hao, have participated previously in the SC20 Student Cluster
Competition. They want to apply the skills they’ve gained from that experience to perform better
this year. While the other members are new, they are excited and motivated to learn about cluster
computing, and will bring fresh ideas that the other members might not have previously
considered. Po Hao is interested in designing efficient algorithms and plans to pursue a Ph.D in
theoretical computer science. Benjamin will soon be pursuing a Ph.D in HPC, and has worked with
large clusters in the past. He hopes to gain applicable skills for his career, as well as network with
industry veterans. Richard hopes to gain more experience with computational science in order to
better understand the capabilities of computers. Throughout his undergraduate career, David has
worked with operating systems and file systems. He hopes to benefit from optimizing a distributed
file system for this competition. Carlton will be doing research related to computer processor
cooling solutions this summer. By participating, he hopes to learn more about how HPC can be
applied to his research. Michael is interested in HPC as an academic career path because he enjoys



optimizing algorithms for hardware. He wants to learn more about the field and connect with
industry professionals. Kurt Keville, the team’s advisor, is a researcher at MIT and has previously
mentored many competition teams. He has provided us with resources, connections, and well as
insight into cluster design.

ThreadShredders
PRESENTER_NAMES_AFFS

The SDSC/UCSD SCC21 team is self-motivated, technically competent, highly interested in HPC,
and have multiple experiences using supercomputers in research or projects. We have team
members from the SCC20 virtual cluster competition, where we placed 4th overall. Two SCC20
team members have chosen to join the SCC21 team, and two have returned as mentors. With this
team we feel we have the “right stuff” to succeed at SCC21, whether virtual or in person. Our team
training activities are fully supported, sponsored and mentored by SDSC through the HPC Students
Program. We mentors from SDSC, UCSD CSE, and vendors to train the team and answer questions,
ensuring our team’s success in the competition.

Our team members are majoring/minoring in a variety of fields including Computer Science,
Computer Engineering, Data Science, Mathematics, and Physics. In total, our technical stack
includes: major programming languages (C/C++, Python, Java); parallel programming (MPI, CUDA,
OpenMP); scientific applications (LAMMPS, Exciting, Avogadro, Quantum Espresso); hardware
description languages (Verilog); and Machine Learning (Pytorch, TensorFlow). Many team members
also have experience doing scientific computing applications from working in research internships.

We asked team members to explain why they wanted to participate and how HPC would impact
their careers:

Grant Castaneda worked in an oceanography lab doing scientific computing and modeling using
HPC. He joined SCC to learn more so he can be more productive in his career, where he will focus
on bioinformatics, oceanography and data analysis.

John Ge has been taking HPC training and interns at SDSC. He wants to compete at SCC21 where
he can apply his middleware skills. He wants to apply his HPC knowledge to cyberinfrastructure.

Arunuv Gupta was on our SCC20 team, and hopes to gain more HPC experience through the
competition, which, coupled with his education in Data Science, will help him build large-scale
machine learning systems during his career

Zihao Kong competed at SCC20, and wants to be the go-to person for the team. He has a passion



for knowledge in computer architecture and HPC. He can’t wait to join the competition so he can
conquer more challenges in the field and apply this knowledge to his research.

John Li brings a strong Linux System administration and cybersecurity background to the team. He
wanted to join the team so he could gain experience with HPC and parallel computing and apply
that knowledge into other fields in the future.

Matthew Mikhailov studies materials science and runs Quantum Espresso. He saw that it is one of
the applications and that made him want to join the team. He hopes HPC will help him to develop
the next generation of processors for scientific computing.

Team advisor Dr. Mary Thomas has degrees in physics and computational science, has taught
parallel computing for 16 years, and is the HPC Training lead at SDSC. She also enjoys the SCC
program -- she has led three SCC teams: SCC16, SCC17 (San Diego State University) and SCC20
(UCSD). Her enthusiasm, knowledge, practical experience will benefit the team.

Daemon Deacons
PRESENTER_NAMES_AFFS

Wake Forest University is a liberal arts university with a predominantly undergraduate population
currently listed on US World News Reports with a National Rank of #28. Located in North Carolina,
Wake Forest University has about 5,000 undergraduate and 3,000 graduate students and prides
itself on its low faculty-student ratio (1:10). In 2018, we were the first school from North Carolina
to participate in the SC Student Cluster Competition (SCC), and we have now competed for three
consecutive years.

To prepare for the competition, the Computer Science Department created a brand new High
Performance Computing class in Fall 2017. It has been taught for 12 consecutive semesters by
Prof. Samuel Cho (Associate Prof., Depts. Computer Science & Physics), who is the primary advisor
for this team. Prof. Cho has extensive experience performing research and teaching classes in GPU
Programming, Parallel Algorithms, Computational Biophysics, and Machine Learning. He has
received funding from the National Science Foundation, National Institutes of Health, and NVIDIA,
Inc. for research in those subjects. In addition, our team has three secondary advisors, Adam
Carlson (Senior UNIX Systems Administrator), Cody Stevens (HPC UNIX Systems Administrator),
and Dr. Sean Anderson (HPC UNIX System Administrator); together, they comprise the High
Performance Computing Team at our university’s DEAC Supercomputing Facility (4K CPU and 12K+
GPU cores). All advisors have extensive practical experience in compiling, running, benchmarking,
and maintaining a variety of HPC applications and hardware. To date, 41 unique undergraduate
students have taken the High Performance Computing class over the past 5 years. In addition, the



Department of Computer Science has committed to funding the travel of our team and transport
hardware if our team competes in person. If our team competes virtually, they have committed to
provide Azure Cloud credits until our team receives credit from the SCC organizers, and they will
also provide a dedicated space in the department for the team to compete.

Our current undergraduate student team consists of Junior (5) and Senior (2) students with majors
in Computer Science, Mathematics, Mathematical Statistics, and Politics & International Affairs (half
are double-majors), and minors in Mathematics, Japanese, and Neuroscience. Our team will will
consist of six students, but we will switch one student if we compete virtually. Two of the students
are returning veterans who participated in the previous SC20 SCC, and five are new students. Our
students have taken a wide range of relevant prerequisite classes, including Data Structures I and II,
Databases, Parallel Computing, GPU Programming, Numerical Linear Algebra, and Machine
Learning and code in C/C++, Java, Python, MATLAB, R, CUDA, and SQL.

All team members want to receive a deeper hands-on experience on high performance computing
hardware and software than their other classes, develop their problem solving and teamwork skills,
and apply those skills to their research projects involving HPC and big data, and broaden their
career prospects in areas such as machine learning, artificial intelligence, and data analytics. They
also enjoyed their last competing experience or heard from other students how much they enjoyed
it.

Team Weiming
PRESENTER_NAMES_AFFS

The Peking University Supercomputing Team, established in 2015, has gathered many students
enthusiastic with HPC. Our team has profound expertise in HPC competitions and participated in
the Student Cluster Competition at SC in 2016, 2017, 2019, and 2020. We also join IBM
OpenCAPI 2018 and ASC Student Supercomputing Challenge in 2019 and 2021.

Our team is composed of members from many different disciplines. Members from the school of
Electronics Engineering and Computer Science (EECS), the school of Physics and the Yuanpei
College who are passionate about supercomputing and scientific computing collaborate together to
solve different problems.

All of our members stand out in a way. Yueyang Pan, the leader of the team, has expertise in cluster
building and management. Li’ang Huang, from the school of Physics, shows great interest in
quantum physics and is engaged in the design of general quantum computers. Zhanpeng Liu is a
Yuanpei College student. He has a deep understanding in traditional cultures and could explain
computer systems using cultural stories. Zhewen Hao is a senior student passionate about parallel



algorithms and Junyi Guo is now working on building the PKU mirror site which will provide public
services soon. Jiaqi Si is a freshman proficient in algorithms and math. Half of the team members
experienced the VSCC 20 or ASC20-21. The great diversity of our team allows us to share
knowledge in different fields and enables us to tackle problems from different angles. Our Advisor,
Senior Engineer Chun Fan, from the PKU Computing Center, gives us much help. He is well
acquainted with many collaborating professors from the natural science department. He also has
connections with companies which generously provide resources for our training.

#The help of HPC in students’ academic careers

Combining HPC and AI is now the cutting-edge technology in natural science. HPC provides
enough computational capability for newly proposed AI methods which solves problems of much
larger scale. As HPC is becoming more vital, we believe the experience in SCC will benefit our
academic careers. Team members learn how to do performance profiling of an application and
different methods to optimize hotspots. Also members are encouraged to dig out more in the
related areas like network and storage and share these insights with each other.

During the training process, we often invite professors to give us lectures which enriches our
domain-specific knowledge. We also build a wide connection with the industry like Alibaba and
Nvidia which some of our previous members are now working for. Some others will further carry
out HPC research in world-famous universities like ETH.

Apart from academic benefits for the team members, SCC experience also brought achievements.
In 2017, our proposed cluster got featured on the SCC List of TOP 500 Supercomputers. Our team
has been invited to submit our reproducibility reports to PARCO and TPDS for every participation.
In VSCC 20, we won second place in the final. These achievements will undoubtedly benefit
students' future careers greatly.

Death Valley Computing
PRESENTER_NAMES_AFFS

HPC is a priority and topic of research across several departments and colleges at Clemson
University. Clemson students and faculty regularly use HPC to revolutionize their field of study.
Last year, Clemson put together a diverse and competitive team and competed for the first time at
the Virtual Student Cluster Competition (VSCC) . This year Clemson’s Death Valley Computing is a
diverse and strong team with new candidates who are applying their strengths and collaborating
together to build a formidable team. Each member carries a strong foundation in traditional
computer science and engineering, along with their individual experiences and skill sets for various
aspects of the competition. Participation in the SCC provides us with an opportunity unlike any



other to combine our knowledge and creativity to evaluate and expand our understanding of HPC;
more importantly, lay the foundation for future opportunities in graduate school and industry.

Aaron Bruner, a senior Computer Engineer (CPE), is interested in Artificial Intelligence, Machine
Learning and Computer Vision for autonomous vehicles. After graduating, he will work at Proterra
researching self-driving busses.

Cooper Sanders, a junior (CPE), is interested in deep learning and worked on five different research
projects in Math and ECE. He has explored DL models in Clemson’s DGX2 culminating in him
interning with Clemson Energy Visualization & Analytics Center designing algorithms to forecast
campus power consumption.

David Krasowska, a junior (CPE) with a minor in Mathematics and CS, is interested in hardware
design and architecture. He spent four years in FIRST Robotics developing efficient robot
mechanical designs and competitive skills.

Ethan Gindlesperger, a junior (CPE) with a minor in mathematics and a focus on signal processing,
has a background in video game design, robotics, and took part in highschool Science Olympiad
competitions. Ethan will parlay his HPC experience in this competition to become a strong
candidate for graduate school and/or industry jobs.

Sansriti Ranjan, a senior (CPE) from Bangalore, India. She is a former college tennis player who is
inquisitive and keen to learn about HPC’s transformational impact in data analytics and machine
learning in sports to improve athletic performance. She competed on Clemson’s 2020 team.

Steven Lam, a junior (CPE), is interested in computer architecture and has built several computers.
He worked as a software developer for Itron’s Research and Development Team building internal
web applications. As a sophomore, he developed a self-driving AI to be used in The Open Racing
Simulator to detect potholes or abnormalities in the road or traffic and distribute that information
locally to the other cars.

The team’s mentor is Dr. Jon C. Calhoun, a tenure-track Assistant Professor of Electrical and
Computer Engineering who researches fault tolerance and lossy data compression. He is a strong
advocate of HPC education and research for undergraduates; mentoring 7 undergraduates in his
research group in 2020-2021.

GeekPie_HPC
PRESENTER_NAMES_AFFS



The GeekPie_HPC team is united with a broad background and different STEM minds that aim to
discover and resolve challenging engineering works. The philosophy of problem-solving is highly
related to HPC applications and DevOps. We are equipped with free will and a solid ability to
explore the technology world.

As for the diversity of research interest, Yiwei, the captain of two terms, currently works on
Persistent Memory systems and is also interested in Programming Language Design. Thanks to 1
year of HPC practices, he interned at Jump Trading, Shanghai, for the summer of 2020, focusing on
hacks of Linux and Intel processors. Prior to that, he researched System and Software Security Lab
at ShanghaiTech on Adversarial Machine Learning and Symbolic Solver of Libra. The first one has
been published on ISSTA21.

Siyuan is the only Sophomore and devoted to computer vision a lot. He is from Multi-disciplinary AI
VR/AR Studio(MARS), a lab attempting to use multi-media like VRs to implement more lively
graphics on stage.

Chuyi is a Computer Graphics and Computer Vision enthusiast. She has conducted many small
projects in these fields.

Yuhao and Yuchen are from the Laboratory of I/O system and data science(LION). Our advisor, Prof.
Shu Yin, is also the advisor of this lab. His recent research projects focus on application-driven
active storage systems design and optimization, including novel storage middleware for bio-
computing data representation, such as visual molecular dynamics (VMD) tool I/O optimization and
robotic operating system(ROS) data management. He has been on the program committees of
various international conferences, including IEEE ICPP, IEEE ICDCS, IEEE HPCC, IEEE Cluster and
IEEE IPCCC.

Haotian is a geek from the GeekPie_Web team. He is the daily DevOps of our association's website.
Our confluence page and GitLab are under the maintenance of him, during which he learned k8s
and rancher. He is currently working on the reverse engineer of a Japanese Unity game and, by the
way, contributes to its community.

Our previous teammates definitely benefit from the SC competition, which we are grateful to the
committee. We meet the software and hardware nerd of our age and would share our experience
and provide internship opportunities. They pursue their studies both in prestigious schools and
world-famous companies because of the experience and connections made in SC and their further
efforts in their fields. Specifically, Jia Du went to Carnegie Mellon University to study computer
vision, her study interest in Shanghaitech. Yanjie Song landed his research career in Prof. Shu Yin's
team, focusing on the application of Non-volatile random-access memory in the general memory
hierarchy. Jianwen Luo interned at Xilinx and would join Prof. Yajun's lab in our school, targetting



FPGA acceleration in traditional computational models. Yuzhuo Jing will start his Ph.D. degree at
John Hopkins University, focusing on the I/O system.

Team Phoenix
PRESENTER_NAMES_AFFS

Georgia Tech is a melting pot for the world’s most creative and curious minds. Our campus
facilitates strong relationships, and from those relationships we build amazing things that shape
our world. Our team is one such relationship.

The members of Team Phoenix are Albert Chen, Aman Jain, Nicole Prindle, Marissa Sorkin, Sean
Fish, and Evan Montoya. We were brought together by our shared interest in high-performance
computing, and we hope that this competition furthers our experience in HPC and our involvement
in the HPC community.

We have a strong and diverse team with members and advisors with varied experience across
academics, research, and industry. Collectively we study 7 of the 8 concentrations in CS offered by
Georgia Tech’s College of Computing. Our members do research with Georgia Tech faculty in fields
such as video analytics and compilers. Many of us also have industry internship experience for
companies including the Georgia Tech Research Institute, State Farm, and Google.

Nicole and Aman are both TAs in the College of Computing for courses on computer organization.
Nicole’s passion for compilers and computing theory drew her to this competition. Sean, Aman, and
Albert all enjoy building computers and working with server hardware, which inspired them to
participate in this competition. Albert is interested in the multidisciplinary application of HPC in
fields such as simulations and AI. He has taken an undergraduate introduction to HPC class which
has provided him with a more informed perspective on how HPC applications work. Marissa’s
software engineering experiences on data visualization projects, testing big data applications, and
an internship at Intel all drive her interest in HPC.

The newest additions to the competition team are Evan and Sean. Sean, although new to the team,
has been a part of the Vertically Integrated Project (VIP) HPC undergraduate research class, a class
designed specifically to train SCC teams, for over a year and has seen the team prepare for
VSCC20. Evan is a freshman who joined the team this past semester, and he is primarily interested
in the intersection between HPC, big data, and AI.

Four of our team members participated in SCC 20 last year, and that team placed third overall.
Having returning members as well as having learned lessons from last year’s competition makes us
especially strong contenders this year.



Our advisor is Vijay Thakkar, a graduate student at Georgia Tech and a finalist for the Gordon Bell
prize in 2020. He is currently interning at NVIDIA and did a past internship at Cerebras Systems.
This is his second time advising Team Phoenix.

Our team’s background and experience demonstrate both our skills and our ability to work as
teammates. By competing at SCC, we hope to design a powerful computer system, optimize
software to push the limits of our system, and learn about applying core HPC concepts to our own
projects and careers.

Tsinghua University Team
PRESENTER_NAMES_AFFS

1.HPC and Computational Science Experience

Tsinghua SCC (Student Cluster Competition) Team is one of the most competitive teams worldwide
currently in SCC challenges. In recent years, we won champion titles at SC’15, ISC’15, ASC’15,
ISC’17, ASC’17, ASC’18, ISC’18, SC’18, SC’19, and SC’20 competitions. And we have been
continuously recruiting new members to maintain the team activity and inherit competition
experience.

Many of us are working as research assistants in laboratories, and many projects that we have
finished are related to HPC or computational science. Zeyu Song is working on automatic
acceleration for GPU devices. Mingshu Zhai has experience in developing graph mining
applications. Kaiyuan Rong has participated in developing deep neural network framework that
optimizes tensor programs. Yanyu Ren is working on scheduling techniques for GPU architectures
on different scales. We know various aspects, and we can work together to cope with multiple
types of challenges.

2. Interdisciplinary Knowledge

In terms of interdisciplinary knowledge, our team members each have their specialty in different
non-computing fields. Zeyu Song has provided system support for several programming contests.
Mingshu Zhai participated in the Electronic Trading Challenge. Kaiyuan Rong and Yuxi Zhu have
received various prizes in math competitions since high school. Yanyu Ren minors in Economics &
Finance. We believe interdisciplinary knowledge can broaden our thinking when we meet
difficulties.

3. Broad Background



In addition, we have a solid foundation of various types of fields and skills such as programming,
algorithms, and data structures. Most of us have participated in the Olympiad in Informatics
contests in high school. After admission to Tsinghua University, we keep up our work while
extensively learning computer theory and architecture, parallel computing, and programming on
various platforms. Diversified computer skills and the experiences mentioned above enable us to
make practical solutions to real problems efficiently.

4. Competition Experience

For the prior competition experience, Mingshu Zhai and Zeyu Song have participated in the ISC’20
and SC’20 competitions. They have detailed knowledge about the full workflow of the competition.
In addition, most of us are playing an important role in the upcoming ASC’21 and ISC’21
competitions. Also, former members of our team are invited to join our discussion and provide
inspiration, especially when we meet difficulties similar to what they have encountered.

5. Reasons for Participation

The challenges of SC competitions come in different aspects, from tuning large-scale programs to
designing an informative and delicate poster and presenting it to nonprofessional viewers. The
most precious thing is that our ability to find and solve problems will be greatly improved. By
attending the competition, we can gain comprehensive knowledge and experience not only in the
field of HPC but helpful in our whole future academic career as well.

6. Advisor’s Background

Our advisors, Jidong Zhai and Wentao Han, are teachers in the department of computer science.
They join the discussion in our weekly meeting, help us to contact experts of the applications, and
find support for the hardware we need. Details of advisors’ background are provided in part “Team
Preparation”.

SUSTech Supercomputing Team
PRESENTER_NAMES_AFFS

- We are from the SUSTech Supercomputing Team (SST). The team is composed of SUSTech
undergraduates who take great interest in computational science and engineering. SST serves for
large HPC user community in SUSTech and practice HPC skills in real scene.

- Team Captain, Tongzhou Gu - Year 3 Student - Participant of SC20 SCC, ASC20-21, 2020 APAC



HPC-AI Competition - Captain of ASC19 - Student Assistant of Georgios Laboratory, assisting
teaching course Distributed and Cloud Computing - Student Assistant of Center for Computational
Science and Engineering (CCSE) - Working on Characterizing Distributed Machine Learning System
on Graph

- Yiqi Zhang - Year 3 Student - Captain of SC20 SCC, ASC20-21 - Participant of 2020 HPC-AI
Competition - Student Assistant of CCSE

- Wenxuan Shi - Year 3 Student - Participant of ASC19, ICPC Contest, Mathematical Contest -
Captain of SUSTech CTF Team - Student Assistant of COMputer And Systems Security Lab,
assisting teaching course Introduction to Computer Programming - Working on making use of ARM
hardware features to implement security tools

- Botian XU - Year 3 Student - Participant of ASC19 - Student Assistant of Department of
Computer Science and Engineering, assisting teaching courses Introduction to Programming and
Computer Networking - Working on the research of Deep Learning for Fluid Modeling

- And we have two talented freshmen this year, and they are

- Bingzhen Wang - Year 1 Student - Maintainer of SUSTech Open Source Mirrors - Participant of
NOIP Contest - Try to implement a software Ray-Tracing Render using Rust

- Yingwei Zheng - Year 1 Student - Participant of NOIP Contest - Try to implement a rendering
framework using NVIDIA MDL, NVRTC, JIT Linker, NVIDIA OptiX and modern C++

- As for our advisor - Dr. Fan is the chief engineer (Senior Engineer) of the SUSTech CCSE. He has
published more than twenty papers in high-level academic journals with hundreds of citations. His
research proposal was supported by the Youth Program of National Natural Science Foundation of
China and participated in several other programs of National Natural Science Funds.

- The SUSTech Supercomputing Team has a lot of non-computer students, including Yiqi Zhang
from the Department of Biology, ASC19 captain and team members from the Department of
Oceanography and the Department of Mechanics, and CCSE Director Lianping Wang is a chair
professor of the Department of Mechanics and Astronautics. Our Team has experience in
interdisciplinary cooperation. These experiences will help us to cooperate with experts in other
disciplines to find new breakthrough points in performance.

- The reason why we can create a team with a broad background of experience relevant to the
competition is because we focus on training new teammates. We encourage new teammates to
participate in the competition to exercise their abilities. At the same time, we hope that new players



can enjoy the competition and experience the charm of the competition.

- Using HPC will improve students' ability to maintain computers and develop and debug
programs, and at the same time strengthen students' understanding of computer architecture. The
purpose of our participation in the SC competition includes, but is not limited to, training students'
abilities, making new friends, participating in top conferences, and understanding cutting-edge
trends.

Jinan University
PRESENTER_NAMES_AFFS

Jinan University is the first over-seas Chinese institution of higher education established by the
country and is known as the "Chinese first overseas school". JNU is one of the national 211-Project
universities and a high-level university of Guangdong Province. She was recognized as a national
"Double First Class" discipline university in 2017. JNU has a strong teaching and R&D team. By
November 2020, JNU has more than 100 professors and senior researchers in the fields of
computing, information science and AI, leading by academicians of the Chinese Academy of
Engineering. JNU is also equipped with state-of-the-art supercomputing hardware and software
which are worth hundreds of millions of yuan.

Prof. Yang is Full Professor and Associate Dean of the School of Intelligent Systems Science and
Engineering, Jinan University. He is also an Adjunct Professor of the Shenzhen Institutes of
Advanced Technology (SIAT) of the Chinese Academy of Science (CAS). He is IET Fellow, IEEE
Senior Member, PMI member and certified PMP. His research interests are in the general areas of
IoT, big data and AI. He has led more than 20 R&D projects, including the National Key R&D
Program of China, National Science and Technology Projects of China, Provincial Key R&D Program
of Guangdong and etc. Prior to returning to academia, Prof. Yang was the founder of a startup
company in the field of IoT. After joining Jinan University, he serves as the associate dean of the
Institute of Physical Internet, coordinates the R&D of the institute, and leads the major R&D
activities in AI area.

Dr. Xin-Yuan Zhang received the B.S. and Ph.D. degree from Sun Yat-Sen University, China, in 2014
and 2019, respectively. Currently, he is a lecturer in the school of Intelligent Systems and Science
and Engineering, Jinan University. His research interests include the evolutionary computation
algorithms, the swarm intelligence algorithms, the large-scale optimization, their applications in
real-world problems, and the smart grid.

Jiaming Li, Grade-3 undergraduate student in Software Engineering. He is an energetic developer
and has great interest in searching new area and self-learning. During school, he has taken a series



of basic and professional courses, including Principles of Computer Organization, C/C++ language
and Python. With the outstanding capability, he won 2020 National Scholarship, ASC20-21
champion.

Leyi Wang, Grade-3 undergraduate student in Electrical Engineering and Automation. She is
familiar with python/c/c++ and Linux system. She has participated in the 2020-2021 ASC World
University Supercomputer Preliminary Contest, responsible for HPL/HPCG and scientific computing
challenges.

Jing Hu, Grade-2 undergraduate student in Information Security. He is familiar with C/C++ and
python. He was a team member of ASC20-21 champion team, responsible for scientific computing
challenges.

10:00 am - 3:00 pm

Student Cluster Competition

Session Description:



Students@SC
(back to top)

Saturday, November 13th

3:00 pm - 4:30 pm

Students@SC Student Volunteers Orientation

Session Description: Critical information for all student volunteers to be able properly perform their
duties.

Student Volunteer Responsibilities and Procedures Overview
Jay Lofstead (Sandia National Laboratories)

Information for student volunteers on how to handle their volunteer responsibilities.

4:30 pm - 5:30 pm

Students@SC All Students Orientation

Session Description: Conference Overview for All students attending SC

Conference Orientation and Overview for All Student Attendees
Jay Lofstead (Sandia National Laboratories)

Information for everyone from safety to events to activities and places to go at SC.

Sunday, November 14th

8:00 am - 5:00 pm

Students@SC Student Programming



Session Description: Various events hosted by Students@SC, but open to all attendees

Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)

break/ad hoc usage of the student programming block

Introduction to Students@SC21 Program (10:00 - 10:45 am CST)
Weronika Filinger (Edinburgh Parallel Computing Centre (EPCC), University of Edinburgh)

Welcome to the first Student Programming session at SC21. This event will give you an overview
of the program; this year we have a fantastic group of speakers from all over the world, who will
share their experiences and expertise in sessions belonging to three tracks: Careers in HPC,
Technical Skills and Non-technical Skills. Whether you wish to improve your presentation skills,
deepen your understanding of current HPC technology or learn about different HPC career paths,
there is a session for you at SC21.

We will also introduce other Students@SC21 programs, including: Student Volunteers, HPC
Immersion, Student Cluster Competition (SSC), IndySCC, Data Science Competition, ACM SIGHPC
Computing4Change, Mentoring and ACM Student Research Competition. If you are interested to
learn more about Stundets@SC21 come and join us!

Break
Jay Lofstead (Sandia National Laboratories)

Break between sessions

Making the Online Environment Work for You! (11:00 am - 12:00 pm CST)
Weronika Filinger (Edinburgh Parallel Computing Centre (EPCC)), Julie Mullen (Massachusetts
Institute of Technology (MIT) Lincoln Laboratory), Nico Bombace (Xilinx Inc)

During the COVID19 pandemic, we quickly learned how to navigate work, school and even social
activities online. As we head back to in-person activities, it is predicted that a significant portion of
our professional lives will remain online. Recognizing that online environments are different from
in-person activities, neither better nor worse, we need to understand when to use them and how
best to integrate them into our lives. Online environments have many challenges but also many
benefits. Remote participation can give us more flexibility, but also make establishing relationships



with people more complicated. How can we interact effectively with colleagues working remotely,
network at online events and connect with our communities?

This session begins with tips for getting the most out of your remote SC conference experience and
expands into a discussion of strategies for navigating online environments. This event uses a
mixture of discussion and hands-on exploration. Everyone is welcome to participate and contribute
to this conversation.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming sessions

Résumé Tips (12:15 - 1:15 pm CST)
Emily Belli (General Atomics), Bob Robey (Los Alamos National Laboratory), Ben Morse (Edinburgh
Parallel Computing Centre (EPCC)), Krishna Govender (Council for Scientific and Industrial Research
(CSIR), South Africa), Kristi Belcher (Lawrence Livermore National Laboratory), David Chen (Oracle)

Join a panel of experts from academia, national labs and industry who will provide tips, resources
and general advice on how to write an effective resume to advance your career opportunities. This
interactive session will cover the best way to showcase your skills and experience to attract
employers or graduate schools, different standards for applying for international jobs, key elements
for applying for positions in academia vs. industry, what to include and what not to include and
general tips on preparing a resume that engages reviewers. This session complements one-on-one
resume drop-in sessions happening throughout the week.

Monday, November 15th

8:00 am - 6:30 pm

Students@SC Student Programming

Session Description: Programming organized by Students@SC, but open to all attendees

Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)



break/ad hoc usage of the student programming block

Resume/Mock Interview Drop-In (9:15-9:45)
Emily Belli (General Atomics)

Resume evaluation and mock interviews in the Student Headquarters zoom.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Parallel Programming and Why You Need to Know It (10:00-11:15)
John Urbanic (Pittsburgh Supercomputing Center (PSC)), Onkar Patil (North Carolina State
University), Alexis Engelke (Technical University Munich)

The laws of physics have dictated that modern computers are very parallel. This applies to
cellphones and video game consoles as well as supercomputers. We will first discuss why this is
so. Then, we will talk about what the modern programmer must do to take advantage of this
parallel capability. There are a variety of techniques, from multi-core programming on any regular
CPU, to the more exotic and powerful techniques used for GPU programming, and ultimately the
message-passing programming used for the world's largest machines, such as the upcoming
exascale supercomputers. We will take a look at each of these paradigms. Finally, we will discuss
the roadmap of future computers, which includes exotic new approaches like quantum computing,
and the AI-focused neuromorphic computing. Questions will be encouraged and important
scientific applications will be central to the discussion.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Presentation and Communication Skills (11:30-1:15)
Richard Gayler (Kennesaw State University (retired)), Eugene de Beste (Council for Scientific and



Industrial Research (CSIR), South Africa), Melyssa Fratkin (University of Texas), Jessica Dagostini
(Federal University of Rio Grande do Sul, Brazil), Cristin Merritt (Alces Flight Ltd, UK), Elsa
Gonsiorowski (Lawrence Livermore National Laboratory), Kirsti Belcher (Lawrence Livermore
National Laboratory), David Chen (Oracle)

Being able to present and communicate the results of our work in an effective and engaging way is
one of the crucial skills required to succeed in our chosen careers. There is a huge difference
between giving a presentation for your peers and for more general audiences. There is also a huge
difference between giving a lightning talk, a poster or a full paper presentation. But what exactly is
different? How should you prepare for different presentation types? To what should you pay
attention?

This session will focus on ways to improve presentation and communication skills. Guidance will be
given on how to cater a presentation to a particular audience, how to organize a presentation and
how to improve your credibility via a good presentation. This session will have an interactive
component, giving the participants a chance to improve their presentation and communication
skills.

Resume/Mock Interview Drop-In (1:15-1:45)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Cluster System Administration for Non-Sysadmins (2:00-6:00)
Jenett Tillotson (National Center for Atmospheric Research (NCAR)), Henry Neeman (University of
Oklahoma), Eric Coulter (Indiana University)

Have you ever wondered what goes into administering an HPC system? This is your chance to learn
about it! This workshop will cover the basic concepts and services that are involved in running a
high-performance computing cluster. Topics will include ethernet and networking protocols,
hostname management, automatic booting of compute nodes, unintended stateful node installs,
stateless node images, firewalls, user management, shared file systems and resource managers.



The presenters will provide a small cluster utilizing the Extreme Cluster Administration Toolkit
(xCAT) that attendees can log into and explore. The workshop will be primarily based on
demonstrations with information provided to attendees via primary sources of documentation
rather than slides. By the end of the workshop, attendees will understand the basic terms and
functions of the various services that make up a compute cluster and where to go to find more
information. The presenters will also provide a GitHub that has a starting xCAT configuration and
other service configuration files for a simple cluster. These configuration files can be used in the
future by attendees as a starting point for building their own clusters at their home institutions.

Resume/Mock Interview Drop-In (6:00-6:30)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Tuesday, November 16th

8:00 am - 5:00 pm

Students@SC Student Programming

Session Description: Programming organized by Students@SC, but open to all attendees

Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)

break/ad hoc usage of the student programming block

Resume/Mock Interview Drop-In
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom

Break
Jay Lofstead (Sandia National Laboratories)



Break between programming

Careers in HPC Panel (10:00 - 11:15 am CST)
Weronika Filinger (Edinburgh Parallel Computing Centre (EPCC)), Maxim Belkin (University of
Illinois), Nico Bombace (Xilinx Inc), Sarvani Chadalapaka (University of California, Merced), Anton
Limbo (University of Namibia (UNAM)), Sinisa Nikolic (Lenovo), Tanuj Aasawat (Intel Labs), Bryan
Johnston (ACE Lab, CHPC), Honwei Leong (DataDirect Networks (DDN))

When you hear the phrase ‘Careers in HPC’ what comes to mind? What job types and people are
you thinking of? Parallel application or algorithm developer? HPC System Administrator? Hardware
salesman? Not many people realise how diverse HPC truly is - both as a discipline and as a
community. HPC spans every aspect of computing from hardware, middleware, to software; every
sector from academia, government, to industry; and every role from teaching, sales, science
communication, user support, design, development and deployment of hardware, software and
middleware and system administration. Moreover, HPC intersects with many other disciplines and
is present around the world, so imagine the possibilities!

The goal of this panel discussion is to feature different job types in HPC, including what skills they
require, and how to find them. The complexity of the HPC landscape translates to multitude of job
opportunities. Everyone is welcome to participate and contribute to this conversation.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Mindful Career Navigation (11:30 - 1:15 pm)
Richard Gayler (Kennesaw State University (retired)), Shelley Knuth (University of Colorado),
Nyameko Lisa (Council for Scientific and Industrial Research (CSIR), South Africa), Elise Dagen
(Queen's University, Canada), Dave McKay (Edinburgh Parallel Computing Centre (EPCC)), Tabitha
Samuel (University of Tennessee, Knoxville), Wil Mayers (Alces Software Ltd, UK), Kristi Belcher
(Lawrence Livermore National Laboratory)

Our jobs and studies are a big part of our lives. They can motivate and push us forward, but at the
same time they can be a source of frustration and stress, and negatively impact our wellbeing.
Learning how to build successful and long lasting work relationships, figuring out how to cope with



difficult situations, finding the balance between your personal and work life and knowing how to
keep your motivation going are important aspects of navigating your career. Although everyone
needs to figure out what works best for them, some experiences and pointers can be shared.

This session will focus on skills necessary to thrive in the workforce. Some of the topics that will be
covered are: work-life balance, how to handle stress, how to prevent burnout, and how to maintain
self-confidence and rebound from failure. This session will have an interactive component, giving
the participants a chance to reflect and share their perspectives.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Resume/Mock Interview Drop-In (1:30 - 2pm CST)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Student Volunteer Lightning Talks
Marina Kraeva (University of Iowa)

Short talks from students to gain practice in presentation skills. Also judged for best overall talk.

Resume/Mock Interview Drop-In (4-4:30 pm CST)
Emily Belli (General Atomics)

Resume consultation and mock interviews in the student headquarters zoom.

12:00 pm - 1:00 pm

Inclusivity Talk - Inclusive Excellence in Computing: It's Not About the Students

Session Description:
Inclusivity Talk - Inclusive Excellence in Computing: It's Not About the Students



Shaundra Daily (Duke University)

Inclusivity Talks at SC are a space to explore the current state of diversity and inclusion within
computing, how D&I impact the field, and how to get involved to improve the inclusion of
historically underrepresented groups in computing. For the inaugural year of the program, SC21
welcomes Dr. Shaundra Daily, Professor of Practice at Duke University and Associate Director of the
Identity in Computing Group.

Abstract: As society continues to charge through a computational revolution, it is imperative that a
diverse range of disciplines and groups shape and influence the future of computing and its
applications. To date, however, much of computing design, development, and implementation has
been dominated by technocentric fields which lack diversity with respect to identity. The effects of
this lack of diversity in thought and approach have far-reaching social and cultural implications that
are evident in academic/workplace cultures and biased/harmful technologies that negatively impact
society at large and, most significantly, the most vulnerable. Changing this trajectory cannot rely on
marginalized groups. Instead, institutions, which include people, policies, and practices must be
transformed so that a broad spectrum of identities can not only participate in the development of
technology, but also drive its future.

In this talk, Dr. Daily will discuss the current state of diversity in computing, challenges associated
with centering interventions on marginalized groups, and how we can move towards a more
inclusive future of computing.

3:00 pm - 5:00 pm

Students@SC Speed Mentoring

Session Description: 5 minute mentoring sessions rotating among the mentors and proteges.

7:00 pm - 9:00 pm

Computing 4 Change Student Presentations

Session Description:

Computing 4 Change Student Presentations
Jay Lofstead (Sandia National Laboratories)

Come listen to presentation from the Computing 4 Change participants about their projects working



through social issues using HPC. Contact the session chairs for the meeting information.

Wednesday, November 17th

8:00 am - 5:00 pm

Students@SC Student Programming

Session Description: Programming organized by Students@SC, but open to all attendees

Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)

Break/ad hoc usage of the student programming block

Resume/Mock Interview Drop-In (9:15 - 9:45 am CST)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Career Development in HPC (10:00 - 11:15 am CST)
Weronika Filinger (Edinburgh Parallel Computing Centre (EPCC)), Rosa Filgueria (Heriot-Watt
University, Scotland), Mark Dalton (Lambda Labs Inc), Sean Murray (Council for Scientific and
Industrial Research (CSIR), South Africa), Grace Fishbein (ACENet Canada), Honwai Leong
(DataDirect Networks (DDN)), Bryan Johnston (ACE Lab, CHPC)

Career development is an important journey in our lives. After all, we spend so many of our waking
hours at work. Would anyone wish to stay in the same position forever, repeating the same tasks
day after day? What are we supposed to do if we no longer find any satisfaction or excitement in
our job? How should we venture out to find opportunities, try different things and accept new



challenges? Once we take the first step in our chosen career, do we need to follow the standard
career progression path? Is taking detours a bad thing? And what can you do if your role is not
clearly defined?

In this session, we welcome our panellists to share their experiences of how their careers in HPC
developed – from learning about HPC for the first time to where they are right now. Everyone is
welcome to participate and contribute to this conversation.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Reproducibility and Day-to-Day Software Development and Research (11:30 - 12:45 pm CST)
Tomislav Maric (Technical University Darmstadt), Ivo Jimenez (University of California, Santa Cruz),
Tobias Tolle (Technical University Darmstadt), Onkar Patil (North Carolina State University), Alexis
Engelke (Technical University Munich), Weronika Filinger (Edinburgh Parallel Computing Centre
(EPCC))

The ability to reproduce results is a cornerstone of science. Hardly anyone would dispute that, and
yet this cornerstone is still quite shaky. There is a lot of talk about Open Science, transparency,
repeatability, reproducibility and replicability, but not many people care about those concepts in
their daily software development practices. What is SC doing about it? And what can you do about
it?

This session will describe what the SC Reproducibility Initiative is about and explain the idea of
digital artifacts and appendices providing artifact description (AD appendix) and artifact evaluation
(AE appendix). Then we will discuss how good Software Engineering practices combined with
open data repositories make the results obtained from scientific software easier to repeat, replicate
and reproduce while making the software itself more sustainable. Everyone is welcome to
participate and contribute to this conversation.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming



Resume/Mock Interview Drop-In (1-1:30 pm CST)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Student Volunteer Lightning Talks
Marina Kraeva (University of Iowa)

Short talks by students to practice presentation skills and a competition for the best talk.

Thursday, November 18th

7:30 am - 8:30 am

Computing 4 Change Student Presentations

Session Description:

Computing 4 Change Student Presentations
Jay Lofstead (Sandia National Laboratories)

Come listen to presentation from the Computing 4 Change participants about their projects working
through social issues using HPC. Contact the session chairs for the meeting information.

8:00 am - 5:30 pm

Students@SC Student Programming

Session Description: Programming organized by Students@SC, but open to all attendees



Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)

Break/ad hoc usage of the student programming block

Resume/Mock Interview Drop-In (9:15 - 9:45 am CST)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Addressing Challenges in HPC Careers (10:00 - 11:00 am CST)
Vitalina Baptista (MoRENet), Yan Zhan (University of Illinois), Fernando Hernandez Leiva (Queen's
University, Canada), Subrat Gyawali (High Performance Computing Nepal (HPCNepal)), Jessica
Dagostini (Federal University of Rio Grande do Sul, Brazil), Bryan Johnston (ACE Lab, CHPC),
Weronika Filinger (Edinburgh Parallel Computing Centre (EPCC)), Honwei Leong (DataDirect
Networks (DDN))

Everyone keeps talking about diversity and inclusivity, and the community as a whole is becoming
more supportive, but many people are still struggling to establish themselves in their HPC careers.
It can be hard to get started, especially if there are not many HPC practitioners around you. Being
isolated in your research, not having access to HPC resources or training materials, not having
support from your organisation, not being a native English speaker, hitting a glass ceiling, having to
move to a different place or sector or working remotely – these are just some of the challenges that
many of us have faced or still are facing in our HPC careers.

This panel session will discuss some of the common challenges to finding opportunities in HPC
and how people have overcome or are overcoming them to find a successful career in HPC. We will
hear personal experiences from early-career members of our community. Everyone is welcome to
participate and contribute to this conversation.

Break



Jay Lofstead (Sandia National Laboratories)

Break between programming

Development of HPC - Emerging Technologies for Next-Gen HPC (11:15 - 12:15 pm CST)
Josef Weidendorfer (Leibniz Supercomputing Centre), Bryan Johnston (Center for High Performance
Computing (CHPC), South Africa), Ritu Arora (University of Texas, San Antonio), Alexis Engelke
(Technical University Munich), Onkar Patil (North Carolina State University)

High Performance Computing (HPC) has a long history of development to enable and improve the
quality of large simulations - including weather and climate forecasting, drug discovery and
aerodynamic design of vehicles such as planes and racing cars. To achieve the necessary
improvements in computational power, over the past decades, HPC has seen multiple radical
changes to the system architecture - from serial mainframe machines to highly parallel systems,
often having millions of processing units. The shifts in hardware were accompanied by the changes
in the programming approaches.

To further improve performance, recent trends include using highly specialised compute devices at
the expense of increased programming difficulty and decreased portability between different HPC
systems. Furthermore, techniques used for Artificial Intelligence (AI) and Cloud Computing
increasingly find their ways into HPC, creating an even more complex landscape. This panel will
discuss the evolution of HPC over the ages and present views on what we can expect in the future.

This session starts with an overview of past developments and their relation to the current trends.
Afterwards, the panelists will discuss emerging technologies and current research for the next
generation of more performant and energy-efficient HPC systems.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

Strategies for Effective Workplace Collaboration (12:30 - 1:30 pm CST)
Richard Gayler (Kennesaw State University (retired)), Ilya Zhukov (Forschungszentrum Jülich),
Mozhgan Kabiri Chimeh (NVIDIA Corporation), Marisa Brazil (Arizona State University), Betsy
Hillery (Purdue University)



Whether in-person or remote, few jobs can be done in complete isolation from other people.
Knowing how to navigate and manage our workplace relationships can help improve job
performance as well as job satisfaction. Being able to effectively collaborate with your colleagues is
essential regardless of your job role or the sector you are working in. Networking and expanding
your list of contacts will increase your opportunities for further career development. Finally,
knowing how to navigate office politics and being able to cope with difficult situations will make
your work life more manageable.

This panel will focus on various aspects of working and collaborating with colleagues – from
navigating problematic workplace situations, to creating a strong network of contacts, to
developing confidence and earning respect from colleagues. Everyone is welcome to participate
and contribute to this conversation.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

HPC Immersion Lightning Talks
Matthew Fuentes (Everett Community College), Erika Parsons (University of Washington)

Short talks by participants in the HPC Immersion program.

Resume/Mock Interview Drop-In (4-4:30 pm CST)
Emily Belli (General Atomics)

Resume consulting and mock interviews in the student headquarters zoom.

3:30 pm - 5:00 pm

Students@SC Wrap Up

Session Description: Wrap up of the Student Programming including the Data Science Competition
and IndySCC awards. Other awards will also be given.

Data Science Challenge Results



Jay Lofstead (Sandia National Laboratories)

Results of the Data Science Competition will be presented

IndySCC Competition Results
Jay Lofstead (Sandia National Laboratories)

Results from the IndySCC Competition including a review of how the competition worked.

Students@SC Program Feedback
Jay Lofstead (Sandia National Laboratories)

We will talk with the audience to gather feedback about how different program elements worked
and gather suggestions and recommendations for next year.

Student Volunteers/SCALE Recognitions
Jay Lofstead (Sandia National Laboratories)

Recognition of outstanding and notable Student Volunteers and SCALE members

Friday, November 19th

8:00 am - 12:00 pm

Students@SC Student Programming

Session Description: Programming organized by Students@SC, but open to all attendees

Ad Hoc Programming
Jay Lofstead (Sandia National Laboratories)

Break/ad hoc usage of the student programming block

Organisational Expectations: Fitting in Your Workplace's Culture (9:15 - 10:15 am CST)



Richard Gayler (Kennesaw State University (retired)), Lara Timm (Council for Scientific and
Industrial Research (CSIR), South Africa), Marlon Arce Acuna (Tokyo Institute of Technology),
Nickolas Foskolos (Teledyne Reson Inc), Ritu Arora (University of Texas, San Antonio), Douglas
Jennewein (Arizona State University)

Learn how to adapt to a workplace and inHPC is everywhere – in every sector (academia,
government, industry) and in almost every country around the world. It’s only natural that the
working environment will be different depending on the job type, career level, employer or
geographical location. How should we know what is expected from us, and what to expect for our
workplace? And how should we manage those expectations? Some of the topics covered in this
session include: time-management, remote working, social interactions with colleagues inside and
outside the workplace, professional written and oral communication, mobility within the
organisation and seeking opportunities for further development.

This panel will discuss different organisational cultures and how to be successful in each type of
culture. These cultures may vary between hierarchical to collaborative and they may have very
different software development philosophies. Also covered is how to avoid the traps of office
politics. Everyone is welcome to participate and contribute to this conversation. tegrate yourself
effectively.

Break
Jay Lofstead (Sandia National Laboratories)

Break between programming

HPC Outreach - Get Involved, Make It Yours, and Make It Fun (10:30 - 12:00 pm CST)
Julie Mullen (Massachusetts Institute of Technology (MIT) Lincoln Laboratory), Karina Pesatova
(IT4Innovations, Czech Republic), Lauren Milechin (Massachusetts Institute of Technology (MIT)
Lincoln Laboratory), Mmabatho Hashatsi (Council for Scientific and Industrial Research (CSIR),
South Africa), Valeria Girelli (Federal University of Rio Grande do Sul, Brazil), Roshan Rijal (High
Performance Computing Nepal (HPCNepal)), Weronika Filinger (Edinburgh Parallel Computing
Centre (EPCC))

Have you ever attended any of the HPC outreach activities? How did you become aware of HPC?
Do you know how to explain what it is to other people? This short session introduces the HPC
Outreach community, the range of Outreach activities you can participate in, and the value it adds to
your community and career development. Throughout your career people will ask you “What is
HPC and why is it important?”, and you should be able to answer in a way they can understand.



Outreach is our opportunity to educate people about HPC, share our work, and grow our
community. You can impact how our community will look in the future!

During this event attendees will hear from people who are engaged in outreach across many levels,
will learn how to get started, and will have an opportunity to engage in (virtual) hands-on outreach
activities. Everyone is welcome to participate in this session. Come and join us!



Test of Time
(back to top)

Tuesday, November 16th

3:30 pm - 4:15 pm

Test of Time Award Presentation

Session Description:

Multilevel Algorithms for Multi-Constraint Graph Partitioning
George Karypis (University of Minnesota), Vipin Kumar (University of Minnesota)

Traditional graph partitioning algorithms compute a k-way partitioning of a graph such that the
number of edges that are cut by the partitioning is minimized and each partition has an equal
number of vertices. The task of minimizing the edge-cut can be considered as the objective and the
requirement that the partitions will be of the same size can be considered as the constraint. In this
paper we extend the partitioning problem by incorporating an arbitrary number of balancing
constraints. In our formulation, a vector of weights is assigned to each vertex, and the goal is to
produce a k-way partitioning such that the partitioning satisfies a balancing constraint associated
with each weight, while attempting to minimize the edge-cut.

Applications of this multi-constraint graph partitioning problem include parallel solution of multi-
physics and multi-phase computations, that underlay many existing and emerging large-scale
scientific simulations. We present new multi-constraint graph partitioning algorithms that are
based on the multilevel graph partitioning paradigm. Our work focuses on developing new types of
heuristics for coarsening, initial partitioning, and refinement that are capable of successfully
handling multiple constraints. We experimentally evaluate the effectiveness of our multi-constraint
partitioners on a variety of synthetically generated problems.



Tutorial
(back to top)

Sunday, November 14th

8:00 am - 12:00 pm

Productive Parallel Programming for FPGA with High-Level Synthesis

Session Description:
Johannes de Fine Licht (ETH Zürich), Torsten Hoefler (ETH Zürich)

Energy efficiency has become a first-class citizen in the design of large computing systems. Spatial
architectures, such as FPGAs, promise another major step in energy efficiency, constituting a middle
ground between software programmable architectures and custom-built ASICs. This tutorial shows
how high-level synthesis can be harnessed to productively achieve scalable pipeline parallelism on
FPGAs. Attendees will learn how to target FPGA resources from high-level C++ or OpenCL code,
guiding the mapping from imperative code to hardware and enabling them to develop massively
parallel designs with real performance benefits. We treat well-known examples from the software
world, relating traditional code optimizations to both corresponding and new transformations for
hardware, building on existing knowledge when introducing new topics. By bridging the gap
between software and hardware optimization, our tutorial aims to enable developers from a larger
set of backgrounds to start tapping into the potential of FPGAs with real high-performance codes.

8:00 am - 12:00 pm

Introduction to Networking Technologies for High-Performance Computing

Session Description:
Dhabaleswar Panda (Ohio State University), Hari Subramoni (Ohio State University)

This tutorial will provide an overview of networking technologies for HPC: their architectural
features; current market standing; and suitability for designing HEC systems. It will start with a brief
overview of IB, HSE, RoCE, Omni-Path, EFA, Tofu, Slingshot and Omni-Path. An in-depth overview
of the architectural features of IB, HSE and Omni-Path; their similarities and differences; and the
associated protocols will be presented. An overview of the emerging NVLink/NVLink2/NVSwitch



architectures will be given. An overview of the OpenFabrics stack which encapsulates IB, HSE and
RoCE (v1/v2) in a unified manner will be presented. An overview of libfabrics stack will also be
provided. Hardware/software solutions and the market trends behind these networking
technologies will be highlighted. Sample performance numbers of these technologies and
protocols for different environments will be presented. Finally, hands-on exercises will be carried
out for the attendees to gain first-hand experience of running experiments with high-performance
networks.

8:00 am - 12:00 pm

In Situ Analysis and Visualization with SENSEI and Ascent

Session Description:
Wes Bethel (Lawrence Berkeley National Laboratory (LBNL); California State University, San
Francisco), Burlen Loring (Lawrence Berkeley National Laboratory (LBNL)), Silvio Rizzi (Argonne
National Laboratory (ANL)), Cyrus Harrison (Lawrence Livermore National Laboratory), Matt Larsen
(Lawrence Livermore National Laboratory), Hank Childs (University of Oregon), Terry Turton (Los
Alamos National Laboratory)

A key trend facing extreme-scale computational science is the widening gap between
computational and I/O rates. A remedy known as in situ processing targets performing as much
processing with the data while data is still resident in memory, thereby avoiding costly I/O. Current
efforts in the HPC community produce several production tools for in situ processing with emphasis
on scientific use cases on current and future HPC platforms. This tutorial blends lectures and
hands-on examples to introduce attendees to in situ processing concepts and provide practical
experience using state-of-the-art in situ tools, including: SENSEI, Ascent, ParaView Catalyst, VisIt
Libsim, Cinema and ADIOS. Attendees will learn how to use the SENSEI and Ascent in situ
interfaces to couple simulation codes to multiple endpoints. This tutorial is ideal for those who
would like to learn how to analyze, visualize or process data on HPC platforms while it is still
resident in memory.

8:00 am - 12:00 pm

Lossy Compression for Scientific Data

Session Description:
Franck Cappello (Argonne National Laboratory (ANL)), Peter Lindstrom (Lawrence Livermore
National Laboratory), Sheng Di (Argonne National Laboratory (ANL))



Large-scale numerical simulations, observations, experiments and AI computations are generating
or consuming very large datasets that are difficult to analyze, store and transfer. Data compression
is an attractive technique to significantly reduce scientific datasets. This tutorial reviews the state-
of-the-art in lossy compression of scientific datasets, covers the main compression techniques (e.g.,
decomposition, transforms, prediction, sampling, precision reduction, etc.) and discusses in detail
lossy compressors (SZ, ZFP, TThresh), compression error assessment metrics and the Z-checker
tool to analyze the compression error. The tutorial addresses the following questions: why lossy
compression; how does compression work; how to control compression error; and what the current
use cases are. The tutorial uses examples from real-world scientific applications to illustrate the
different compression techniques. From a participant perspective, the tutorial will also detail how to
use compression software. This half-day tutorial is given by two of the leading teams in this
domain.

8:00 am - 5:00 pm

Managing HPC Software Complexity with Spack

Session Description:
Gregory Becker (Lawrence Livermore National Laboratory), Robert Blake (Lawrence Livermore
National Laboratory), Massimiliano Culpo (np-complete, S.r.l.), Tamara Dahlgren (Lawrence
Livermore National Laboratory), Adam Stewart (University of Illinois), Harmen Stoppels (Swiss
National Supercomputing Centre (CSCS))

The modern scientific software stack includes thousands of packages from C, C++ and Fortran
libraries, to packages written in interpreted languages like Python and R. To achieve high
performance, they must also leverage low-level and difficult-to-build libraries such as MPI, BLAS
and LAPACK. This complexity can be an obstacle to deployment and deters developers from
building on each other's work.

Spack is an open source package manager that simplifies installing and sharing HPC software
stacks. Spack provides a powerful dependency model, a simple Python syntax for writing package
build recipes and a repository of over 5000 community-maintained packages. This tutorial provides
a thorough introduction to Spack’s capabilities: installing and authoring packages; integrating Spack
with development workflows; and using Spack for deployment at HPC facilities. Attendees will
leave with foundational skills for using Spack to automate day-to-day tasks, along with deeper
knowledge for applying Spack to advanced use cases.



8:00 am - 5:00 pm

Parallel Computing 101

Session Description:
Quentin F. Stout (University of Michigan), Christiane Jablonowski (University of Michigan)

This tutorial provides a comprehensive overview of parallel computing, emphasizing those aspects
most relevant to the user. It is suitable for new users, students, managers and anyone seeking an
overview of parallel computing. It discusses software and hardware/software interaction, with an
emphasis on standards, portability and systems that are widely available.

The tutorial surveys basic parallel computing concepts, using examples from engineering, scientific
and machine learning applications. These illustrate using MPI on distributed memory systems,
OpenMP on shared memory systems, MPI+OpenMP on hybrid systems and CUDA and compiler
directives on GPUs and accelerators. It discusses numerous parallelization, load balancing and
performance improvement aspects, including the use of state-of-the-art tools.

The tutorial helps attendees make intelligent decisions by covering the primary options that are
available, explaining how the different components work together and for which environments they
are most suitable. Pointers to web-based resources are provided to facilitate follow-up studies.

8:00 am - 5:00 pm

Best Practices for HPC in the Cloud

Session Description:
Pierre-Yves Aquilanti (Amazon Web Services), Maxime Hugues (Amazon Web Services), Kelly
Keene Werner (National Center for Atmospheric Research (NCAR)), Matt Koop (Amazon Web
Services), Karthik Raman (Amazon Web Services), Sean Smith (Amazon Web Services), Jyothi
Venkatesh (Amazon Web Services), Angel Pizzaro (Amazon Web Services)

The use of cloud computing technologies within HPC has grown considerably over the last few
years. This tutorial will provide a solid foundation of skills to run common HPC workloads using
cloud technologies as well as provide a deeper view into how to use cloud-native technologies
(such as serverless) in HPC workflows.

The tutorial starts with a primer on modern cloud foundations and how they map to common HPC
concepts. This includes a hands-on portion that allows attendees to set up their own cluster in the



cloud and run a sample application. The rest of the tutorial provides progressively deeper dives
through lectures and hands-on sessions for topics such as common HPC-on-cloud architectures,
automation, containers and serverless technologies and how they can be used in HPC workflows.

Attendees will need a laptop and familiarity with the Linux command line for the hands-on parts of
the tutorial.

8:00 am - 5:00 pm

Unified Cyberinfrastructure with Kubernetes

Session Description:
Igor Sfiligoi (San Diego Supercomputer Center (SDSC)), Dmitry Mishin (San Diego Supercomputer
Center (SDSC))

Kubernetes is the leading container orchestration solution, as it can work anywhere from
commercial clouds to on-prem clusters and IoT devices. Federating such installations into a larger
mesh of clusters makes those clusters a global supercomputer which can span multiple
administrative and geographical regions.

One of Kubernetes' advantages is its ability to effectively and securely utilize hardware resources
for user jobs and system services, co-scheduling those as necessary on the same hardware. Service
applications run with high privileges, with functionality and performance typical for bare metal
deployments, while user applications are given only basic privileges.

In this tutorial, attendees will learn how to run their favorite software and run alongside other
scientists on a nationwide Kubernetes cluster that is already serving hundreds of scientific groups
through NFS-funded projects. The program includes a Kubernetes architectural overview and
hands-on sessions operating on the PRP production Kubernetes clusters, including a federated
ARM64 cluster.

8:00 am - 5:00 pm

Fault-Tolerance for High Performance and Big Data Applications: Theory and
Practice

Session Description:
George Bosilca (University of Tennessee, Knoxville), Aurelien Bouteiller (University of Tennessee,



Knoxville), Thomas Herault (University of Tennessee, Knoxville), Yves Robert (ENS Lyon; University
of Tennessee, Knoxville)

Resilience is a critical issue for large-scale platforms, and this tutorial provides a comprehensive
survey of fault-tolerant techniques for high-performance and big data applications, with a fair
balance between theory and practice. This tutorial is organized along four main topics: an overview
of failure types (software/hardware, transient/fail-stop) and typical probability distributions
(Exponential, Weibull, Log-Normal); general-purpose techniques, which include several checkpoint
and rollback recovery protocols, replication, prediction and silent error detection; application-
specific techniques, such as user-level in-memory checkpointing, data replication (map-reduce) or
fixed-point convergence for iterative applications (back-propagation); and practical deployment of
fault-tolerance techniques with User Level Fault Mitigation (a proposed MPI standard extension).

The tutorial is open to all SC21 attendees who are interested in the current status and expected
promise of fault-tolerant approaches for scientific and big data applications. Basic knowledge of
MPI will be helpful for the hands-on session.

8:00 am - 5:00 pm

Efficient Distributed GPU Programming for Exascale

Session Description:
Andreas Herten (Forschungszentrum Jülich, Jülich Supercomputing Centre), Simon Garcia de
Gonzalo (Barcelona Supercomputing Center (BSC)), Jiri Kraus (NVIDIA Corporation), Markus
Hrywniak (NVIDIA Corporation), Lena Oden (University of Hagen, Germany)

Over the past years, GPUs became ubiquitous in HPC installations around the world. Today, they
provide the majority of performance of some of the largest supercomputers (e.g. Summit, Sierra,
JUWELS Booster). This trend continues in upcoming pre-exascale and exascale systems (LUMI,
Leonardo; Frontier): GPUs are chosen as the core computing devices to enter this next era of HPC.

To take advantage of future GPU-accelerated systems with tens of thousands of devices,
application developers need to have the proper skills and tools to understand, manage, and
optimize distributed GPU applications.

In this tutorial, participants will learn techniques to efficiently program large-scale multi-GPU
systems. While programming multiple GPUs with MPI is explained in detail, also advanced
techniques and models (NCCL, NVSHMEM, …) are presented. Tools for analysis are used to
motivate implementation of performance optimizations. The tutorial combines lectures and hands-



on exercises, using Europe’s fastest supercomputer, JUWELS Booster with NVIDIA A100 GPUs.

8:00 am - 5:00 pm

Deep Learning at Scale

Session Description:
Steven Farrell (Lawrence Berkeley National Laboratory (LBNL)), Wahid Bhimji (Lawrence Berkeley
National Laboratory (LBNL)), Thorsten Kurth (NVIDIA Corporation), Josh Romero (NVIDIA
Corporation), Aristeidis Tsaris (Oak Ridge National Laboratory (ORNL)), Junqi Yin (Oak Ridge
National Laboratory (ORNL)), Peter Harrington (Lawrence Berkeley National Laboratory (LBNL))

Deep learning is rapidly and fundamentally transforming the way science and industry use data to
solve problems. Deep neural network models have been shown to be powerful tools for extracting
insights from data across a large number of domains. As these models grow in complexity to solve
increasingly challenging problems with larger and larger datasets, the need for scalable methods
and software to train them grows accordingly.

The Deep Learning at Scale tutorial aims to provide attendees with a working knowledge of deep
learning on HPC-class systems, including core concepts, scientific applications, performance
optimization tips and techniques for scaling. We will provide training accounts, example code and
datasets to allow attendees to experiment hands-on with optimized, scalable distributed training of
deep neural network machine learning models.

8:00 am - 5:00 pm

The OpenMP Common Core: A “Hands-On” Introduction

Session Description:
Timothy Mattson (Intel Corporation), Yun He (Lawrence Berkeley National Laboratory (LBNL),
National Energy Research Scientific Computing Center (NERSC)), Alice Koniges (University of
Hawai'i), David Eder (Maui High-Performance Computing Center (MHPCC))

OpenMP is the de facto standard for writing shared memory parallel applications for shared. While
we created OpenMP to be the “simple API” for application programmers, the specification has
grown to over 500 pages making it an intimidating API for “experts only”.

Most OpenMP programmers, however, use around 21 items from OpenMP. We call these 21 items



the “OpenMP Common Core”. With the common core, we make OpenMP what it was always meant
to be: a simple API for parallel application programmers.

In this hands-on tutorial, we explore the OpenMP Common Core. We utilize active learning through
a carefully selected set of exercises, so students master the Common Core. Students will use their
own laptops to access remote systems that support OpenMP, or they can load an OpenMP
compiler onto their laptops before the tutorial. Information about OpenMP compilers is available at
www.openmp.org.

8:00 am - 5:00 pm

Mastering Tasking with OpenMP

Session Description:
Christian Terboven (RWTH Aachen University), Michael Klemm (Advanced Micro Devices (AMD)
Inc, OpenMP Architecture Review Board), Xavier Teruel (Barcelona Supercomputing Center (BSC))

OpenMP is a popular, portable, widely supported, and easy-to-use shared-memory model. Since
2008, OpenMP has offered tasking to support the creation of composable parallel software blocks
and the parallelization of irregular algorithms. Mastering the tasking concept of OpenMP, however,
requires a change in the way developers reason about the structure of their code and how to
expose the parallelism of it. Our tutorial addresses this critical aspect by examining the tasking
concept in detail and presenting patterns as solutions to many common problems.

We assume attendees know the fundamentals of OpenMP. We present the OpenMP tasking
language features in detail and focus on performance aspects, such as introducing cut-off
mechanisms, exploiting task dependencies and preserving locality. All aspects are accompanied by
extensive case studies and hands-on sessions. Throughout all topics, we present the recent
additions of OpenMP 5.0 and 5.1 and comment on the developments targeting OpenMP 6.0.

8:00 am - 5:00 pm

Performance Tuning with the Roofline Model on GPUs and CPUs

Session Description:
Samuel Williams (Lawrence Berkeley National Laboratory (LBNL)), Aleksandar Ilic (INESC-ID, IST,
University of Lisbon), JaeHyuk Kwack (Argonne National Laboratory (ANL)), Neil Mehta (Lawrence
Berkeley National Laboratory (LBNL)), Zakhar Matveev (Intel Corporation), Max Katz (NVIDIA



Corporation), Kate Guseva (Intel Corporation), Kaleb Smith (NVIDIA Corporation)

The Roofline performance model offers an insightful and intuitive method for extracting the key
execution characteristics of HPC applications and comparing them against the performance bounds
of modern CPUs and GPUs. Its ability to abstract the complexity of memory hierarchies and identify
the most profitable optimization techniques has made Roofline-based analysis increasingly popular
in the HPC community. The tutorial aims to highlight the fundamental aspects behind different
Roofline modeling principles as well as provide several practical use case scenarios that highlight
their efficacy for application optimization. This tutorial presents a unique combination of instruction
to Roofline by its creator, hands-on instruction in using Roofline within Intel and NVIDIA production
performance tools by Intel and NVIDIA staff, and discussions of real-world Roofline use cases at
ALCF, NERSC and INESC-ID computing centers. The tutorial presenters have a long history of
collaborating on the Roofline model and have presented several Roofline-based tutorials.

8:00 am - 5:00 pm

Hands-On Practical Hybrid Parallel Application Performance Engineering

Session Description:
Sameer Shende (University of Oregon, ParaTools Inc), Markus Geimer (Jülich Supercomputing
Centre, Forschungszentrum Jülich), Marc Schlütter (Jülich Supercomputing Centre,
Forschungszentrum Jülich), Bert Wesarg (Technical University Dresden), Bill Williams (Technical
University Dresden), Brian Wylie (Jülich Supercomputing Centre, Forschungszentrum Jülich)

This tutorial presents state-of-the-art performance tools for leading-edge HPC systems founded
on the community-developed Score-P instrumentation and measurement infrastructure,
demonstrating how they can be used for performance engineering of effective scientific applications
based on standard MPI, OpenMP, hybrid combination of both, and increasingly common usage of
accelerators. Parallel performance tools from VI-HPS.org are introduced and featured in hands-on
exercises with Score-P, Scalasca, Vampir and TAU. We present the complete workflow of
performance engineering, including instrumentation, measurement (profiling and tracing, timing and
PAPI hardware counters), data storage, analysis, tuning and visualization. Emphasis is placed on
how tools are used together for identifying performance problems and investigating optimization
alternatives. Using an AWS instance of E4S with all of the necessary tools, participants will
conduct exercises with support for a remote desktop session for GUI tools. This will help to prepare
participants to locate and diagnose performance bottlenecks in their own parallel programs.

12:00 pm - 1:30 pm



Tutorial Lunch

Session Description:

1:00 pm - 5:00 pm

Enabling Secure Data Discoverability

Session Description:
Vas Vasiliadis (University of Chicago, Globus), Brigitte Raumann (University of Chicago, Globus),
Rachana Ananthakrishnan (University of Chicago, Globus)

Major research instruments are generating orders of magnitude more data in relatively short
timeframes. As a result, the research enterprise is increasingly challenged by what should be
mundane tasks: describing data for discovery and making data securely accessible to the broader
research community. The ad hoc methods currently employed place undue burden on scientists and
system administrators alike, and it is clear that a more robust, scalable approach is required.

Bespoke data portals (and science gateways/data commons) are becoming more prominent as a
means of enabling access to large datasets. We will demonstrate how services for authentication,
authorization, metadata management, and search may be integrated with popular web frameworks,
and used in combination with fast, well-architected networks to make data discoverable and
accessible. Attendees will experiment with building a simple, but functional, data portal that
facilitates flexible data description, faceted data search and secure data access.

1:00 pm - 5:00 pm

Designing HPC Systems with High-Performance Networks: Advanced Features,
Challenges, and Usage

Session Description:
Dhabaleswar Panda (Ohio State University), Hari Subramoni (Ohio State University)

As IB, HSE, RoCE and Omni-Path technologies mature, they are being used to design and deploy
various HPC clusters with GPGPUs supporting MPI, storage and parallel file systems, cloud
computing systems with SR-IOV, DL/ML and data science systems. These systems bring new
challenges in performance, scalability, portability, reliability and network congestion. This tutorial
starts with an overview of these systems. Advanced hardware and software features of IB, Omni-
Path, HSE, and RoCE and their ability to address these challenges will be emphasized. Next, we
will focus on Open Fabrics RDMA and Libfabrics programming, network management



infrastructure and tools to effectively use these systems. A common set of challenges faced while
designing these systems will be presented. Case studies focusing on domain-specific challenges in
designing these systems, their solutions and sample performance numbers will be presented.
Finally, hands-on exercises will be carried out with Open Fabrics/Libfabrics software stacks and
network management tools.

1:00 pm - 5:00 pm

Tools and Best Practices for Distributed Deep Learning on a Supercomputer

Session Description:
Weijia Xu (Texas Advanced Computing Center (TACC)), Zhao Zhang (University of Texas), David
Walling (University of Texas)

This tutorial is a practical guide on how to run distributed deep learning over multiple compute
nodes effectively. Deep Learning (DL) has emerged as an effective analysis method and has been
adapted quickly across many scientific domains in recent years. Due to its inherent high
computational requirement, however, application of DL is limited by the available computational
resources. Supercomputers show an unparalleled capacity to reduce DL training time: high-
performance computing (HPC) techniques have been used to speed up parallel DL training.
Therefore, distributed deep learning has great potential to augment DL applications by leveraging
existing high-performance computing clusters. We will give an overview of state-of-the-art DL
frameworks and an interactive hands-on session to help attendees running distributed DL on
Frontera Supercomputers at the Texas Advanced Computing Center. We will discuss the best
practices on how to scale, evaluate, and tune performance.

Monday, November 15th

8:00 am - 12:00 pm

GPU Code Optimization and Auto-Tuning Made Easy with Kernel Tuner: A
Hands-On, Bring Your Own Code Tutorial

Session Description:
Ben van Werkhoven (Netherlands eScience Center), Alessio Sclocco (Netherlands eScience Center),
Floris-Jan Willemsen (Netherlands eScience Center), Stijn Heldens (Netherlands eScience Center)

Graphics Processing Units (GPUs) have revolutionized the HPC landscape. The first generation of



exascale supercomputers is currently being built, and most of these systems will have GPUs as
their main computing platform. The performance of GPU applications strongly depends on how the
software has been optimized for the hardware. There are many different implementations and code
optimizations to consider that can also be parameterized, creating vast search spaces that are
infeasible to search by hand. As such, automated performance tuning (auto-tuning) techniques are
crucial to optimize such applications.

In this tutorial, you will learn how to use Kernel Tuner, an easy-to-use tool for auto-tuning GPU
code using simple Python scripts. Kernel Tuner supports OpenCL, CUDA, C++, and Fortran. We
take a step-by-step approach to explain the auto-tuning basics, building up to more complex
search spaces with many tunable parameters and inter-dependencies.

8:00 am - 12:00 pm

ExaWorks: Developing Robust and Scalable Next Generation Workflows,
Applications, and Systems.

Session Description:
Daniel Laney (Lawrence Livermore National Laboratory), Shantenu Jha (Brookhaven National
Laboratory), Kyle Chard (Argonne National Laboratory), Justin Wozniak (Argonne National
Laboratory), Dong Ahn (Lawrence Livermore National Laboratory), Aymen Al Saadi (Rutgers
University), Andre Merzky (Brookhaven National Laboratory)

Workflows applications are critical to scientific discovery. Convergence of traditional High
Performance Computing (HPC) with new simulation, analysis, and data science approaches
provides unprecedented opportunities. ExaWorks is focused on enabling scientists to take
advantage of these trends via a sustainable workflows SDK.

This tutorial will present the ExaWorks SDK, and its constituent components: Flux, Parsl,
RADICAL-Cybertools (RCT), and Swift/T. These components are widely used highly scalable tools
for developing workflow applications. We will outline today’s most common workflow motifs on
HPC platforms, illustrate science examples of these motifs, and discuss solutions using ExaWorks.
33% of our tutorial is dedicated to presentations from experts, and 67% to hands-on sessions.
Attendees will gain practical knowledge to develop best workflow practices to manage large-scale
campaigns on the largest supercomputers. At the end of the tutorial, they will be able to apply
these tools and techniques to their advanced workflows with minimal programming effort.

8:00 am - 5:00 pm



Introduction to Quantum Computing

Session Description:
Scott Pakin (Los Alamos National Laboratory), Eleanor G. Rieffel (NASA Ames Research Center)

Quantum computing offers the potential to revolutionize high-performance computing by providing
a means to solve certain computational problems faster than any classical computer. Relatively
recently, quantum computing has advanced from a theoretical possibility to an engineered reality,
with commercial entities offering early prototype quantum processors, both special-purpose
quantum annealers and general-purpose gate-model processors.

In this tutorial, we introduce participants to the computational models underlying quantum
computing. We work through examples of its immense computational power while highlighting
what the quantum computing community still does not know in terms of quantum algorithms and
whence the power of quantum computing. We examine the thought processes that programmers
use to map problems both to quantum annealers and gate-model quantum processors. We
conclude with an overview of the hardware and algorithmic challenges that must be overcome
before quantum computing becomes a component of the HPC developer’s repertoire.

8:00 am - 5:00 pm

Secure Coding Practices and Automated Assessment Tools

Session Description:
Elisa Heymann (University of Wisconsin, Madison; Autonomous University of Barcelona), Barton P.
Miller (University of Wisconsin, Madison), Tarun Anand (University of Wisconsin, Madison)

HPC increasingly involves the development and deployment of network and cloud services.
Securing your network is not enough! Every service that you deploy is a window into your data
center from the outside world, and a window that could be exploited by an attacker.

This tutorial is relevant to anyone wanting to learn about minimizing security flaws in the software
they develop or manage. We share our experiences gained from performing vulnerability
assessments of critical middleware. You will learn skills critical for software developers and
analysts concerned with security.

Software assurance tools -tools that scan the source or binary code of a program to find
weaknesses– are the first line of defense in assessing the security of a software project. This
tutorial is also relevant to anyone wanting to learn how to use these automated assessment tools



to minimize security flaws in the software they develop or manage.

8:00 am - 5:00 pm

A Deep Dive into Constructing Containers for Scientific Computing and
Gateways

Session Description:
J. Eric Coulter (Indiana University, XSEDE), Peter Vaillancourt (Cornell University, XSEDE), Sanjana
Sudarshan (Indiana University), Stephen Bird (Indiana University, XSEDE), Jeremy Fischer (Indiana
University), Suresh Marru (Indiana University)

Using containers has been rapidly gaining traction as a solution to lower the barriers to using more
software on HPC and cloud resources. However, significant barriers still exist to actually doing this
in practice, particularly for well-established community codes which expect to run on a particular
operating system version or resource. Additional barriers exist for researchers unfamiliar with
containerization technologies. While many beginner tutorials are available for building containers,
they often stop short of covering the complexities that can arise when containerizing scientific
computing software. This intermediate to advanced tutorial goal is to demonstrate and work
through building and running non-trivial containers. We will containerize community scientific
software, exhibit how to share with a larger community via a container registry, and then run on a
completely separate HPC resource, with and without the use of a Science Gateway. Target
audience include researchers, support staff, and science gateway developers.

8:00 am - 5:00 pm

Using Containers to Accelerate HPC

Session Description:
Richard Shane Canon (Lawrence Berkeley National Laboratory (LBNL)), Marco De La Pierre
(Pawsey Supercomputing Center, Western Australia), Carlos Eduardo Arango (Red Hat Inc),
Sameer Shende (University of Oregon, ParaTools Inc), Andrew Younge (Sandia National
Laboratories)

Within just the past few years, the use of containers has revolutionized the way in which industries
and enterprises have developed and deployed computational software and distributed systems.
The containerization model has gained traction within the HPC community as well with the promise
of improved reliability, reproducibility, portability, and levels of customization that were previously



not possible on supercomputers.

This hands-on tutorial looks to train users on the usability of containers on HPC resources. We will
provide a detailed background on Linux containers, along with introductory hands-on experience
building, sharing, and running a container image on a HPC cluster. Furthermore, the tutorial will
provide more advanced information on how to run MPI-based and GPU-enabled HPC applications,
and how to setup GUI enabled interactive sessions. Cutting-edge examples will include machine
learning and bioinformatics. Users will leave the tutorial with a solid foundational understanding of
how to utilize containers with HPC resources.

8:00 am - 5:00 pm

Programming Your GPU with OpenMP: A Hands-On Introduction

Session Description:
Simon McIntosh-Smith (University of Bristol), Tom Deakin (University of Bristol), Tim Mattson (Intel
Corporation)

OpenMP 1.0 was released in 1997 with a focus on symmetric multiprocessors. Current trends in
hardware bring co-processors such as GPUs into the fold. A modern platform is often a
heterogeneous system with CPU cores, GPU cores, and other specialized accelerators. OpenMP has
responded by adding directives that map code and data onto a device. We refer to this family of
directives as the target directives.

In this hands-on tutorial, we will explore these directives as they apply to programming GPUs. We
assume attendees already know the fundamentals of OpenMP so we can focus on the target
directives and their use in complex applications. We expect students to use their own laptops (with
Windows, Linux, or OS/X) to connect to remote servers with GPUs, but the best option is for
students to load an OpenMP compiler onto their laptops before the tutorial. Information about
OpenMP compilers is available at www.openmp.org.

8:00 am - 5:00 pm

Scientific Machine Learning Using HPC Servers on the Cloud

Session Description:
Santi Adavani (RocketML Inc), Baskar Ganapathysubramanian (Iowa State University), Aditya Balu
(Iowa State University), Nidhi Chappell (Microsoft Corporation), Sergio Botelho (RocketML Inc), Chih



Hsuan Yang (Iowa State University)

A comprehensive overview of building and deploying neural forward and inverse PDE solvers will
be presented. We will discuss Physics-Informed Neural Networks (PINNs), which are usually dense
networks producing point-wise solutions of PDEs, as well as CNN-based networks for producing
full-field solutions of parametric PDEs, along with GAN-based networks that solve both forward
and inverse ODEs. We will work through several cloud scalable approaches including those for
simulating across parameters, as well as distributed deep-learning to obtain high-fidelity solutions.
This hands-on tutorial will provide the theoretical background, computational training and software
tools for practitioners to rapidly deploy cloud scalable solutions for their forward and inverse PDE
needs. We will provide access to Microsoft Azure HPC clusters, and scripts for attendees to follow
all demos at their own pace. We envision this tutorial to be of significant utility for academic and
industry practitioners interested in the seamless scale-up of their approaches.

8:00 am - 5:00 pm

Advanced OpenMP: Host Performance and 5.1 Features

Session Description:
Christian Terboven (RWTH Aachen University), Michael Klemm (Advanced Micro Devices (AMD)
Inc, OpenMP Architecture Review Board), Ruud Ruud van der Pas (Oracle)

OpenMP is a popular, portable, widely supported, and easy-to-use shared-memory model.
Developers usually find OpenMP easy to learn. However, they are often disappointed with the
performance and scalability of the resulting code. This may stem from the lack of depth with which
OpenMP is employed. The “Advanced OpenMP Programming” tutorial addresses this situation by
exploring the implications of possible OpenMP parallelization strategies in terms of correctness and
performance.

We assume attendees understand basic parallelization concepts and know the fundamentals of
OpenMP. We focus on performance, such as data and thread locality on NUMA architectures, and
exploitation of vector units. All topics are accompanied by extensive case studies, and we discuss
the corresponding language features in-depth. Continuing the emphasis of this successful tutorial
series, we focus solely on performance programming for multi-core architectures. Throughout all
topics, we present the recent additions of OpenMP 5.1 and comment on developments targeting
OpenMP 6.0.

8:00 am - 5:00 pm



Parallel I/O In Practice

Session Description:
Rob Latham (Argonne National Laboratory (ANL)), Robert Ross (Argonne National Laboratory
(ANL)), Brent Welch (Google LLC), Glenn Lockwood (Lawrence Berkeley National Laboratory
(LBNL))

I/O on HPC systems is a black art. This tutorial sheds light on the state-of-the-art in parallel I/O and
provides the knowledge necessary for attendees to best leverage I/O resources available to them.
We cover the entire I/O software stack including storage and parallel file systems at the lowest
layer, the role of burst buffers (NVRAM), intermediate layers (such as MPI-IO), and high-level I/O
libraries (such as HDF-5). We emphasize ways to use these interfaces that result in high
performance and tools for generating insight into these stacks.

The first third of the tutorial covers parallel I/O fundamentals. We discuss storage technologies,
both present and near-future and the major parallel and distributed file systems. We focus on
application in the second third, connecting storage to our examination of the upper library layers of
the I/O stack, covering MPI-IO, Parallel netCDF, and HDF5. Finally, we discuss tools for
understanding I/O behavior.

8:00 am - 5:00 pm

Advanced MPI Programming

Session Description:
Pavan Balaji (Facebook), William Gropp (University of Illinois), Torsten Hoefler (ETH Zürich), Rajeev
Thakur (Argonne National Laboratory (ANL))

The vast majority of production parallel scientific applications today use MPI and run successfully
on the largest systems in the world. Parallel system architectures are evolving to include complex,
heterogeneous nodes comprising general-purpose CPUs as well as accelerators such as GPUs. At
the same time, the MPI standard itself is evolving to address the needs and challenges of future
extreme-scale platforms and applications. This tutorial will cover several advanced features of MPI
that can help users program modern systems effectively. Using code examples based on scenarios
found in real applications, we will cover several topics including efficient ways of doing stencil
computation, derived datatypes, one-sided communication, hybrid programming, topology
mapping, neighborhood and nonblocking collectives, and some new features in MPI-4. Attendees
will leave the tutorial with an understanding of how to use these advanced features of MPI and
guidelines on how they might perform on different platforms and architectures.



8:00 am - 5:00 pm

User-Centric Automated Performance Analysis of Hybrid Parallel Programs

Session Description:
Abhinav Bhatele (University of Maryland), David Boehme (Lawrence Livermore National
Laboratory), Stephanie Brink (Lawrence Livermore National Laboratory), Jonathan Madsen
(Advanced Micro Devices (AMD) Inc), John Mellor-Crummey (Rice University), Olga Pearce
(Lawrence Livermore National Laboratory)

Performance analysis is critical for identifying and eliminating scalability bottlenecks in parallel
codes. Performance measurement and analysis tools allow developers to focus their optimization
efforts by pinpointing the parts within a code's execution that consume the most time. Profiling
tools can record/present the time spent in different call paths or calling contexts, which can reveal
the root causes of performance slowdowns.

This tutorial provides a detailed introduction to four parallel performance analysis tools, and their
measurement and analysis capabilities. Caliper and Timemory provide automated instrumentation-
based profiling. HPCToolkit provides low-overhead sampling and interactive exploration of
performance data. Hatchet provides a Python-based API that enables the performance analyst to
write code for exploring performance data collected by all of these tools and others. Attendees of
this tutorial will leave with foundational skills in annotating their parallel programs for performance
analysis, using these tools for collecting performance data, and analyzing performance using them.

8:00 am - 5:00 pm

Node-Level Performance Engineering

Session Description:
Georg Hager (University of Erlangen-Nuremberg, Erlangen National High Performance Computing
Center), Jan Eitzinger (University of Erlangen-Nuremberg, Erlangen National High Performance
Computing Center), Gerhard Wellein (University of Erlangen-Nuremberg, Erlangen National High
Performance Computing Center)

As we move towards exascale, the gap between peak and application performance continues to
open. Paradoxically, slow code tends to be highly scalable. Consequently, valuable resources are
wasted, often on a massive scale. If the user values resource efficiency on any scale, optimal



performance on the node level is paramount. We convey the architectural features of current
processor chips, multiprocessor nodes, and accelerators, as far as they are relevant for the
practitioner. Peculiarities like SIMD, cache topology, bandwidth bottlenecks, and ccNUMA
characteristics are introduced, and the influence of system topology and affinity on the performance
of parallel code is demonstrated. Performance engineering is introduced as a powerful tool that
helps the user understand the bottlenecks at hand and to assess the impact of optimizations. A
cornerstone of these concepts is the roofline model, which is described in detail with useful case
studies and limits of its applicability.

8:00 am - 5:00 pm

Better Scientific Software

Session Description:
David E. Bernholdt (Oak Ridge National Laboratory (ORNL)), Anshu Dubey (Argonne National
Laboratory (ANL)), Patricia A. Grubel (Los Alamos National Laboratory), Rinku Gupta (Argonne
National Laboratory (ANL)), Gregory R. Watson (Oak Ridge National Laboratory (ORNL)), David
Rogers (Oak Ridge National Laboratory (ORNL))

Computational science and engineering (CSE) is in the midst of an extremely challenging period
created by the confluence of disruptive changes in computing architectures, demand for greater
scientific reproducibility, sustainability and quality, and new opportunities for greatly improved
simulation capabilities, especially through coupling physics and scales. These challenges demand
increased investments in scientific software development and improved practices. Focusing on
improved developer productivity and software sustainability is both urgent and essential. Key
practices include code refactoring, flexible and extensible design, thoughtful testing, attention to
reproducibility at all stages and effective collaboration around code.

This tutorial presents software practices, processes and tools explicitly tailored for CSE and HPC.
Goals are improving the productivity of those who develop CSE software and increasing the
sustainability of software artifacts. Topics include the software processes for (small) teams,
including agile processes, collaboration via version control workflows, reproducibility and scientific
software design, refactoring and testing.

12:00 pm - 1:30 pm

Tutorial Lunch



Session Description:

1:00 pm - 5:00 pm

High Performance Machine Learning, Deep Learning, and Data Science

Session Description:
Dhabaleswar K. (DK) Panda (Ohio State University), Arpan Jain (Ohio State University), Aamir Shafi
(Ohio State University)

Recent advances in machine and deep learning (ML/DL) have led to many exciting challenges and
opportunities. This tutorial provides an overview of recent trends in ML/DL and the role of cutting-
edge hardware architectures and interconnects in moving the field forward. We will also present an
overview of different DNN architectures and ML/DL frameworks with a special focus on
parallelization strategies for model training. We highlight new challenges and opportunities for
communication runtimes to exploit high-performance CPU/GPU architectures to efficiently support
large-scale distributed training. The tutorial covers training traditional ML models including
K-Means, linear regression, nearest neighbors, using the cuML framework accelerated using
MVAPICH2-GDR. Also, the tutorial presents accelerating GPU-based data science applications
using MPI4Dask, which is an MPI-based backend for Dask. Throughout the tutorial, we include
hands-on exercises to enable attendees to gain first-hand experience running distributed ML/DL
training and Dask on a modern GPU cluster.

1:00 pm - 5:00 pm

Practical Persistent Memory Programming: PMDK and DAOS

Session Description:
Adrian Jackson (University of Edinburgh), Johann Lombardi (Intel Corporation), Mohamad Chaarawi
(Intel Corporation)

Persistent memory, such as Intel's Optane DCPMM, is now available for use in systems and will be
included in future exascale deployments. This new form of memory requires both different
programming approaches to exploit the persistent functionality and performance, and redesign of
applications to benefit from the full performance of the hardware as well as ensure correctness and
data integrity. It presents both I/O and memory optimisation opportunities for applications and
application workflows.

This tutorial aims to educate attendees on the persistent memory hardware currently available, the



software methods to exploit such hardware and the choices that users and designers of systems
have when deciding which persistent memory functionality and configurations to utilize. We
provide hands-on experience programming persistent memory through standard file I/O, the PMDK
library, and the DAOS object store, along with a wealth of information on the hardware and
software ecosystem and potential performance and functionality benefits.

1:00 pm - 5:00 pm

UPC++: An Asynchronous RMA/RPC Library for Distributed C++ Applications

Session Description:
Katherine A. Yelick (Lawrence Berkeley National Laboratory (LBNL); University of California,
Berkeley), Amir Kamil (Lawrence Berkeley National Laboratory (LBNL), University of Michigan),
Damian Rouson (Lawrence Berkeley National Laboratory (LBNL), Sourcery Institute), Dan Bonachea
(Lawrence Berkeley National Laboratory (LBNL)), Paul H. Hargrove (Lawrence Berkeley National
Laboratory (LBNL))

UPC++ is a C++ library supporting Partitioned Global Address Space (PGAS) programming. UPC++
offers low-overhead one-sided Remote Memory Access (RMA) and Remote Procedure Calls (RPC),
along with future/promise-based asynchrony to express dependencies between computation and
asynchronous data movement. UPC++ supports simple/regular data structures as well as more
elaborate distributed applications where communication is fine-grained and/or irregular. UPC++
provides a uniform abstraction for one-sided RMA between host and GPU/accelerator memories
anywhere in the system. UPC++'s support for aggressive asynchrony enables applications to
effectively overlap communication and reduce latency stalls, while the underlying GASNet-EX
communication library delivers efficient low-overhead RMA/RPC on HPC networks.

This tutorial introduces UPC++, covering the memory and execution models and basic algorithm
implementations. Participants gain hands-on experience incorporating UPC++ features into
application proxy examples. We examine a few UPC++ applications with irregular communication
(metagenomic assembler and COVID-19 simulation) and describe how they utilize UPC++ to
optimize communication performance.



Workshop
(back to top)

Sunday, November 14th

9:00 am - 12:30 pm

ProTools 2021: Workshop on Programming and Performance Visualization Tools

Session Description:

Understanding program behavior is critical to overcome the expected architectural and
programming complexities, such as limited power budgets, heterogeneity, hierarchical memories,
shrinking I/O bandwidths and performance variability, arising on modern HPC platforms. To do so,
HPC software developers need intuitive support tools for debugging, performance measurement,
analysis and tuning of large-scale HPC applications. Moreover, data collected from these tools can
be far too large and too complex to be analyzed in a straightforward manner. We need new
automatic analysis and visualization approaches to help application developers intuitively
understand interdependent effects that algorithmic choices have on application correctness or
performance. The Workshop on Programming and Performance Visualization Tools (ProTools)
brings together HPC application developers, tool developers and researchers from the visualization,
performance and program analysis fields for an exchange of new approaches to assist developers
in analyzing, understanding and optimizing programs for extreme-scale platforms.

ProTools 2021 Opening Remarks

Differential Performance Analysis Workflow for Algorithmic Changes
Isabel Thärigen (RWTH Aachen University), Joachim Protze (RWTH Aachen University)

Most performance analysis tools used in HPC focus on a single configuration of an application. In



this work, we instead present a novel performance analysis workflow, supporting the in-depth
comparison of varied code versions and running conditions.

There exist different code versions for many applications because they comprise parts that can be
implemented in various ways or already exist in third-party libraries, like linear solvers. What is the
impact of replacing a solver to the rest of the application? Such measurements are often not
supported directly and are cumbersome to handle manually with current performance
measurement and analysis tools. We present a workflow that handles the multitude of
measurements and data collation. Furthermore, we introduce diagrams suited for a clear
presentation of the collected performance data. Our application studies with CalculiX and Jukkr
highlight that our workflow allows a detailed performance analysis while still being easy to use.

Controlling the Runtime Overhead of Python Monitoring with Selective Instrumentation
Andreas Gocht-Zech (Technical University Dresden; Center for Information Services and High
Performance Computing, Germany)

Within the last years, Python became more prominent in the scientific community and is now used
for simulations, machine learning, and data analysis. All these tasks profit from parallelism and
offloading. In the domain of High Performance Computing (HPC), we can look back to decades of
experience exploiting the different levels of parallelism.

By using performance analysis tools like Score-P, we support tuning applications and their
parallelism for performance. The HPC community developed approaches to make this analysis as
efficient as possible and reduce the overhead these tools introduced. However, the overhead
introduced is still significant for complex Python applications, and the traditional compile-time
filtering is not available in Python. Therefore, we come up with a selective instrumentation
approach. Using some of Pythons concepts, we designed a powerful and intuitive alternative to
compile-time filtering for Python. We finish with a small use case from a real-world machine
learning application.

ProTools Morning Break (10-10:30)

Measurement and Analysis of GPU-Accelerated OpenCL Computations on Intel GPUs
Aaron Cherian (Rice University)

In this paper, we describe extensions to Rice University's HPCToolkit performance tools that



support measurement and analysis of Intel's DPC++ programming model for GPU-accelerated
systems atop an implementation of the industry-standard OpenCL framework for heterogeneous
parallelism on Intel GPUs. HPCToolkit supports three techniques for performance analysis of
programs atop OpenCL on Intel GPUs. First, HPCToolkit supports profiling and tracing of OpenCL
kernels. Second, HPCToolkit supports CPU-GPU blame shifting for OpenCL kernel executions---a
profiling technique that can identify code that executes on one or more CPUs while GPUs are idle.
Third, HPCToolkit supports fine-grained measurement, analysis, and attribution of OpenCL GPU
kernels, including instruction counts, execution latency, and SIMD waste. The paper describes these
capabilities and then illustrates their application in case studies with two applications that offload
computations onto Intel GPUs.

TFProf: Profiling Large Taskflow Programs with Modern D3 and C++
Tsung-Wei Huang (University of Utah)

Task parallelism has emerged as an important tool to program heterogeneous resources that
comprise manycore CPUs and GPUs. Among various tools that support task-parallel programming,
visualization plays a key role in enabling developers to intuitively understand the execution profile
of tasks and threads. However, as the complexity of parallel programs continues to increase, the
need to efficiently visualize millions of tasks in an interactive environment has become the major
bottleneck to developer’s productivity. In this paper, we introduce TFProf, a web-based visualizer to
assist developers to profile the execution of task-parallel programs in an easy-to-use browser
interface. By leveraging modern D3 and C++ technology, TFProf can quickly visualize millions of
tasks in a hierarchical level of detail. We have integrated TFProf into the popular task-parallel
system, Taskflow, and demonstrated its practical use in large-scale parallel applications.

Invited Talk: AMD ROCm Performance Tools
Timour Paltashev (Advanced Micro Devices (AMD) Inc)

9:00 am - 5:30 pm

CAFCW21: Computational Approaches for Cancer Workshop 2021

Session Description:



New computational opportunities and challenges have emerged within the cancer research and
clinical application areas as the size, source and complexity of cancer datasets have grown.
Simultaneously, advances in computational capabilities, with exceptional growth in AI and deep
learning, are reaching unprecedented scales. The workshop focuses on bringing together interested
individuals ranging from clinicians, cancer biologists, mathematicians, data scientists, computational
scientists, engineers, developers, thought leaders and others with an interest in advancing the use
of computation to better understand, diagnose, treat and prevent cancer. As an interdisciplinary
workshop, the sharing of insight and challenges fosters collaborations and future innovations
accelerating progress in computationally and data-driven cancer research and clinical applications.
A special emphasis for the 2021 workshop is computational approaches to develop digital twin
capabilities of relevance to cancer research and clinical applications. Such efforts span many key
areas in cancer including multi-scale modeling, radiation oncology and precision cancer treatments.

CAFCW21: Welcome and Introductions
Eric Stahlberg (Frederick National Laboratory for Cancer Research)

Featured Speaker: Graham Johnson -- Simularium Viewer: An Online Tool for Democratizing the
Analysis of Spatiotemporal Biological Models
Graham Johnson (Allen Institute)

The Allen Institute for Cell Science aims to understand the principles by which human induced
pluripotent stem cells organize and change throughout differentiation and disease. We have
recently begun implementing a plan to adjust our computational infrastructure to maximize the
impact of both our science and dissemination. I will describe how small adjustments in the way our
researchers perform their work, enabled by large changes in our compute infrastructure and
migration to the cloud, will enable more powerful science that is also robust & reproducible, as well
as data and tools that are more useful, reusable, and easier to disseminate. Within that context, this
talk will survey many of the machine-learning and other analysis tools that we currently apply or
develop in our research towards integrated whole cell quantification and modeling, along with
challenges we face in using and disseminating these resources. I will then describe a major
democratization-of-science project we work on to present the Simularium Viewer as a user-friendly,
open-source application that makes it easy to share and interrogate interactive 3D visualizations of
biological simulation trajectories directly in a web browser at https://simularium.allencell.org.

Morning Break (10:00)



An Integrated Simulation-HPC-Learning Approach to Create Cancer Patient Templates for Digital
Twins
Heber Lima da Rocha (Indiana University)

Cancer patient digital twins (CPDTs) are personalized simulation models that can forecast
individuals’ prognosis under a variety of treatment options. To successfully launch CPDTs, we must
combine mechanistic modeling, artificial intelligence (AI), and high performance computing (HPC)
into a platform that can seamlessly combine the patient’s data with accumulated knowledge, while
continuously learning from successes and failures.

Building from recent COVID-19 modeling, we developed a multiscale agent-based model of
melanoma micrometastases and immune response in lung tissue. The cellular components of the
tumor microenvironment are formed by healthy epithelial cells from the lung, isolated melanoma
cells, and immune cells: macrophages, dendritic cells, CD8+, and CD4+ T cells. The model also
includes immune cell trafficking to and from the lymphatic system to drive an expanding immune
response. Melanoma cells proliferate uncontrolled, causing mechanical stress in the region of the
cell cluster. This mechanical factor leads to the death of healthy cells in the region, stimulating the
activation of antigen-presenting cells (APCs). Apoptotic melanoma cell death can also activate
APCs. Macrophages ingest dead cell debris and produce proinflammatory cytokines, recruiting
more APCs to the region. Dendritic cells are activated when in contact with dying cells (lung and
melanoma) and 'receive' their antigen signature. Activated dendritic cells migrate to the lymph node
and recruit CD8+ and CD4+ T cells that can induce cancer cell death.

We analyzed the parameter space by using high-throughput model exploration on HPC to generate
over 100k virtual patient trajectories, and demonstrated that the model can recapitulate a broad
variety of virtual patient trajectories, including dormancy, uncontrolled growth, and partial and
complete tumor response. Moreover, we used AI techniques to cluster the virtual trajectories into
CPDT templates – the first step in fitting a personalized model to an individual patient. To fit a
personalized model to an individual patient, we used several different bi-clustering techniques on
CPDT patient templates and virtual trajectories. Our initial results suggest that some CPDT patient
profiles may not be distinguishable in the initial stages, and that complete tumor elimination may
represent a “lucky” stochastic event in the broader population whose cancer is otherwise partially
controlled by the immune system, rather than a distinct subpopulation.

Oncolomics: Digital Twins and Digital Triplets in Cancer Care
Asoke Talukder (Sri Ramakrishna Institute of Technology (SRIT), India; National Institute of



Technology Karnataka, Surathkal, India)

To address the complex challenges in cancer care we integrated two digital twins namely, (A)
Digital twin of oncologists' mind, and (B) Digital twin of the patients' physical state. The
oncologist's twin is realized through the semantic integration of (1) NCI Thesaurus (NCIt), (2) Gene
Ontology (GO), and (3) Disease-Gene Network (DisGeNET). These knowledge bases are mostly
curated for researchers by expert researchers from hundreds of person-years of specialized
knowledge. We earlier constructed the Diseasomics knowledge graph that combined Disease
Ontology (DO), DisGeNET, SNOMED CT, PharmGKB, and disease Symptoms association network
constructed through NLP, and other AI techniques from PubMed, Wikipedia, and curated
knowledge for universal healthcare. In Oncolomics we used the digital triplet to discover missing
links (link prediction) or the unknown knowledge in NCIt and enhance the accuracy of the
knowledge graph.

Topological Interpretation of Deep-Learning Models
Adam Spannaus (Oak Ridge National Laboratory (ORNL))

Developing trust in the predictions made from an AI-based algorithm is a tantamount concern,
especially in systems such as threat detection or medical diagnosis where outcomes may have
tragic consequences. This work presents a topologically informed methodology for inferring
prominent features in a deep-learning classification model trained on clinical text. Creating a graph
of the model's prediction space, we cluster the inputs into the vertices of the graph, and extract
subgraphs demonstrating high-predictive accuracy for a given label. These nodes contain a wealth
of information about features that the deep-learning model has recognized as important. We
demonstrate fidelity of these inferred features to the original model by appending these terms to
incorrectly classified documents, and showing an increase in classification accuracy on these
augmented documents. This work demonstrates that we may gain actionable insights for
subsequent models by improving erroneous classifications and providing a path forward for
continuous improvement.

Moderator: Sally Ellingson (University of Kentucky)
Panelist: Belinda Akpa (Oak Ridge National Laboratory (ORNL)), Michelle Berny-Lang (National
Cancer Institute (NCI)), Nastaran Zahir (National Cancer Institute (NCI)), Caiden Lukan (Accelerating
Therapeutics for Opportunities in Medicine (ATOM) Consortium)

CAFCW21 Lunch Break (12:30-2)



From Regulatory Networks to Microenvironments: Multiscale Multicellular Cancer Modeling and
Simulation with CompuCell3D

Modeling the interplay of subcellular, intercellular and environmental factors is critical to producing
meaningful, predictive simulations of cancer progression in vivo and testing biological hypotheses
with virtual tissues. CompuCell3D is an open-source, cross-platform simulation environment that
provides multiscale, multicellular biological modeling and simulation capabilities for a broad range
of applications. New modeling, simulation and computing capabilities make CompuCell3D more
relevant than ever to testing biological hypotheses in a multicellular context while considering
processes that span scales from the subcellular to organismal scales. This talk presents new
capabilities of CompuCell3D as relevant to modeling cancer onset and progression. The survey of
new features includes capabilities like interactive Boolean network modeling, to computing
leveraging high-performance computing environments. New features are demonstrated with
examples related to proliferation, immune response and tissue recovery. An overview of an
advanced application also demonstrates how CompuCell3D readily supports concurrent,
collaborative development of complex modeling and simulation projects.

Probing Decision Boundaries in Cancer Data Using Noise Injection and Counterfactual Analysis
Rajeev Jain (Argonne National Laboratory (ANL)), Ashka Shah (University of Chicago), Jamaluddin
Mohd-Yusof (Los Alamos National Laboratory), Justin Wozniak (Argonne National Laboratory
(ANL)), Rick Stevens (Argonne National Laboratory (ANL))

Advanced analyses and computations based on gene expressions are prone to errors as they
depend on experimental design, chemical operations/measurements, and data analysis. The
assembly and aggregation of such data for creating deep neural network models may further
influence the accuracy of these analyses. For example, the CANDLE [1] NT3[2] Benchmark uses a
table of laboratory-obtained data mapping RNA expression data to a normal or tumor designation
and is used to make predictions about given expression samples. In this work, we use the NT3
Benchmark to study the effects of injecting bad data at different rates to study the impacts on the
resulting predictions. Our data manipulations include flipping classification labels (label noise) and
introducing noise in gene expressions (feature noise). We present results for the performance of
both the base NT3 Benchmark and NT3 with the addition of the abstention class in the presence of
various types of injected noise. For higher noise levels, the ability of the base network to correctly
predict the normal/tumor classification (as measured by the validation accuracy) degrades
significantly. Use of the abstaining classifier allows the model to learn when the labels have
become unreliable and abstain from providing a prediction in that case, while retaining accuracy.



Counterfactual examples are an example-based interpretability technique used by the explainable
AI community.The technique aims to mirror human counterfactual reasoning by finding a minimal
subset of changes to an input example so that a machine learning model classifies the input into a
different class. We demonstrate the use of counterfactual examples to identify the normal
directions to the decision boundary "from normal to tumor" and perform further analysis to identify
specific overexpressed genes, or “perturbation vectors” (the difference between the generated
example and the original input). Perturbation vectors were separated by class and clustered into
groups. From the clustered perturbation vectors, identify those features which are important for
classification. Noise was injected only on the genes corresponding to the counterfactual
perturbation vector while keeping the label the same. We found that for a trained NT3 model
without abstention, this does in fact lead to steeper degradation of accuracy compared to with
incremental noise injection on a randomly chosen set of indices.

The top gene symbol is PLOD2, which is considered to be the highway of cancer cell-migration as
per a 2017 article[3]. Other genes identified in the counterfactual analysis include LRTM1, RGS5,
TP53I13, MAN1B1, TRRAP and TP53I13 which have all been found overexpressed and linked to
studies of urothelial, lung, renal, bladder, ovarian and bone cancer respectively. We believe that
other genes found here might serve as a good starting point and even lead to new discoveries in
the area cancer research.

The major contributions of this work include 1) a study model performance on incremental noise
injection to input data and, 2) use of abstention classifiers to combat noisy data in the NT3 dataset,
3) a technique to highlight the decision boundary of the NT3 model and identify key genes for
cancer research with counterfactual analysis.

Predicting Tumor Time to Recurrence from Free-Text Notes
Divya Nagaraj (Stanford University)

Electronic medical records contain a significant amount of unstructured patient information from
free text, but crucial information can be difficult to find within lengthy notes. Thus, we develop an
automated tool that can detect mentions of tumor recurrence and progression in clinical, radiology,
and pathology notes to infer time to recurrence and progression. This approach avoids the need for
re-training models and is flexible enough to be applied to a variety of institutions and note types.

We tested this approach with a cohort of pediatric and adult brain tumor patients with 27,137
clinical, radiology, and pathology notes from Stanford University Hospital, creating cumulative
patient trajectory graphs and fine-tuning models to predict time to recurrence. To assess initial
accuracy, we compared the patient trajectories to their diagnosis from the ICD-10 codes associated
with the notes and found high accuracy from the weak labeling pipeline.



CAFCW Afternoon Break (3-3:30)

Moderator: Emily Greenspan (National Cancer Institute (NCI))
Panelist: Matthew McCoy (Georgetown University), Paul Macklin (Indiana University), Tanveer
Syeda-Mahmood (IBM Corporation), Leili Shahriyari (University of Massachusetts, Amherst)

Image-Informed Mathematical Modeling to Predict Patient-Specific Treatment Response to
Neoadjuvant Systemic Therapy in Triple Negative Breast Cancer
Chengyue Wu (University of Texas, Oden Institute)

Patients with locally advanced, triple-negative breast cancer (TNBC) typically receive neoadjuvant
therapy (NAT) to downstage the tumor and for improved surgical outcomes. A critical, unmet need
is a method to accurately predict an individual patient’s response to NAT, thereby allowing for the
opportunity to guide further interventions. In this work, we construct and apply a clinical-
computational framework that integrates quantitative magnetic resonance imaging with physics-
based, mathematical modeling to predict the response of TNBC early in the course of NAT.
Preliminary results demonstrate the potential of the clinical-computational framework as a
powerful tool for predicting response to NAT. Ongoing efforts include applying the approach to the
whole patient cohort and performing the systematic model selection. Once validated, the approach
could also assist in optimizing treatment plans on a patient-specific basis or guiding patient
selection in trials for novel NAT regimens.

Leveraging High-Performance Computing and Quantitative Imaging for Personalized Spatial-
Temporal Forecasts of High-Grade Glioma Treatment Response
David Hormuth (University of Texas, Oden Institute; Livestrong Cancer Institutes, University of
Texas)

Maximal safe resection followed by combination radiotherapy and chemotherapy is the standard
treatment approach for patients with high-grade gliomas to target residual and infiltrative tumor.
Response to therapy depends on the ability to target the tumor and on the treatment sensitivity
influenced by factors including tumor physiology and phenotypic behavior. While adaptive
radiotherapy is possible, identifying subregions of disease that are likely to progress during the
course of therapy would allow for anticipatory adjustments in the radiotherapy treatment to target



more aggressive tumor areas. Towards realizing the goal of timely, personalized treatment
adaptions, we have developed a family of biologically-based, mathematical models of tumor
growth and response which are initialized and calibrated using patient-specific multi-parametric
magnetic resonance imaging (mpMRI) data. mpMRI enables non-invasive measurement of tumor
morphology, vascularity, and cellularity. In this report, we leverage high-performance computing
resources to calibrate a family of models in patients with high-grade gliomas.

GenomicSuperSignature: interpretation of RNA-seq experiments through robust, efficient
comparison to public databases
Sean Davis (University of Colorado, Anschutz School of Medicine)

Millions of transcriptomic profiles have been deposited in public archives, yet remain underused for
the interpretation of new experiments. Existing methods for leveraging these public resources have
focused on the reanalysis of existing data or analysis of new datasets independently. We present a
novel approach to interpreting new transcriptomic datasets by near-instantaneous comparison to
public archives without high-performance computing requirements. All necessary data and
functions to apply our approach to existing or new data are included in our software available as
part of the Bioconductor project.

METHODS: In brief, we performed Principal Component Analysis (PCA) on the results of 536 public
genomics studies comprising 44,890 RNA sequencing profiles. Sufficiently similar loading vectors,
when compared across studies, were aggregated to form Replicable Axes of Variation (RAV). We
annotated RAVs with metadata of originating studies and by gene set enrichment analysis, forming
a knowledge graph. Functionality to associate new datasets with RAVs, extract interpretable
annotations, and provide intuitive visualization are implemented as the GenomicSuperSignature
R/Bioconductor package.

RESULTS: RAVs are robust to batch effects and the presence of low-quality or irrelevant studies,
and identify signals that can be lost by merging samples across the training datasets. The
GenomicSuperSignature package allows instantaneous matching of PCA axes in new datasets to
pre-computed RAVs, cutting down the analysis time from days to the order of seconds on an
ordinary laptop. We demonstrate that RAVs associated with a phenotype can provide insight into
weak or indirectly measured biological attributes in a new study by leveraging accumulated data
from published datasets. Benchmarking against complementary previous works demonstrates that
the RAV index 1) identifies colorectal carcinoma transcriptome subtypes that are similar to but
more correlated with clinicopathological characteristics than previous disease-specific efforts and
2) can estimate neutrophil counts through transfer learning on new data comparably to the
previous efforts despite major differences in training datasets and model building processes with
the additional benefits of flexibility and scalability of the model application.



CONCLUSION: GenomicSuperSignature establishes and facilitates the application of a knowledge
graph where different prior knowledge databases are coherently linked, and enables researchers to
analyze new gene expression data in the context of existing databases using minimal computing
resources. The robustness of GenomicSuperSignature suggests that we can expand this approach
beyond human gene expression profiles, such as single-cell RNA-seq, microbiome abundance, and
different species’ transcriptomics datasets.

SOFTWARE AVAILABILITY: Functionality to associate new datasets with RAVs, extract
interpretable annotations, and provide intuitive visualization are implemented as the
GenomicSuperSignature R/Bioconductor package (https://bioconductor.org/packages
/GenomicSuperSignature).

Electronic Health Records (EHR) Significantly Under-Capture Patient Co-Morbidity
Thomas Dilling (Moffitt Cancer Center)

Background: The concept of a digital twin in healthcare is predicated upon mimicking, as closely as
possible, the clinical state of the patient. However, EHR implementations might suffer in data
quality, as they are incumbent upon accurate/complete data entry (typically) into discrete data
fields. Unfortunately, the well-documented problem of healthcare provider “click fatigue” might
preclude full capture of data.

One of the most important predictors of cancer outcome is performance status, which also
conceptually incorporates the patient’s comorbid illnesses. Does the EHR potentially underestimate
patients’ disease burden? In this analysis, we compared ICD-10 capture of patient co-morbidities
from the EHR’s Diagnoses with those from the billing system (coded by billers from each clinic
note).

We hypothesized that discrete comorbidity data from the billing system would be statistically
larger in number and scope than those captured within the EHR.

Materials/Methods: We utilized a cohort of lung cancer patients treated with radiotherapy who
were covered under a retrospective research protocol. Comorbidity information was separately
pulled from the EHR (PowerChart, Cerner Medical Systems, Kansas City, MO) and the billing (B)
system (Soarian, Cerner Medical Systems, Kansas City, MO). Cohorts were standardized, utilizing
only patients with data available from both systems. ICD-9 codes, SNOMED codes and invalid
ICD-10 codes were removed. Because chronic conditions were recapitulated at each patient visit in
B, all duplicates were removed. By doing so, we generated a “maximal” comorbidity list for each
patient from each system for purposes of comparison.

Charlson Comorbidity Index (CCI) and Elixhauser (EL) scores (validated instruments of comorbidity)



were generated for each patient from these ICD-10 codes (CCI-EHR, CCI-B, EL-EHR, and EL-B,
respectively). The CCI captures morbidity across 17 specific health sub-domains and the EL
captures 31. Mean EHR and B scores across each sub-domain were compared for both CCI and EL
using Welch’s t-test. Lastly, the EHR and B data sets were merged to generate CCI-Combined and
EL-Combined scores, which were statistically compared across sub-domains to the CCI-B and EL-B
results in turn. All analyses were performed in R version 4.03 using the ‘comorbidity’ package to
generate the CCI/EL scores.

Results: After cleaning, EHR and B contained 1929 and 4179 distinct ICD-10 codes, respectively,
across 2059 patients. 2582 of these codes were exclusive to B. Mean scores across the CCI sub-
domains were typically greater by an order of magnitude or more in B. Interestingly “cancer” was
documented more frequently in the EHR (p=0.19) and “AIDS” was numerically more common in B,
but not significantly so (p=0.058). EL scores were vastly significantly higher in B compared with
EHR, except for blood loss anemia (p=0.083). Comparing CCI-Combined and EL-Combined to the
CCI-B and EL-B data sets statistically improved four sub-domain scores -- cerebrovascular disease
(p< 2.2e-16) and renal disease (p<2.2e-16) in CCI and hypothyroidism (p<2.2e-16) and solid tumor
diagnosis (p=9.6e-9) in EL.

Conclusion: The EHR significantly underestimates patient co-morbidity. If billing data are available,
they should be incorporated into patient co-morbidity calculations.

CAFCW21: Wrap Up

9:00 am - 5:30 pm

LLVM-HPC2021: The Seventh Workshop on the LLVM Compiler Infrastructure in
HPC

Session Description:

LLVM, winner of the 2012 ACM Software System Award, has become an integral part of the
software-development ecosystem for optimizing compilers, dynamic-language execution engines,
source-code analysis and transformation tools, debuggers and linkers and a whole host of



programming-language and toolchain-related components. Now heavily used in both academia
and industry, where it allows for rapid development of production-quality tools, LLVM is
increasingly used in work targeted at high-performance computing. Research in, and
implementation of, program analysis, compilation, execution and profiling have clearly benefited
from the availability of a high-quality, freely-available infrastructure on which to build. This
workshop will focus on recent developments, from both academia and industry, that build on LLVM
to advance the state-of-the-art in high-performance computing.

LLVM-HPC2021 Welcome
John Leidel (Tactical Computing Laboratories LLC)

LLVM-HPC2021 Invited Talk
Michael Wong (Codeplay Software Ltd, Khronos Group Inc)

LLVM Morning Break (10-10:30)

OpenMP-Aware MHP Analysis for Improved Static Data-Race Detection
Utpal Bora (Indian Institute of Technology (IIT), Hyderabad)

Data-races are a common source of bugs in parallel programs. To detect race conditions in OpenMP
programs and improve turnaround time and/or developer productivity, we present a data-flow
analysis based, fast, static data-race checker in the LLVM compiler framework. Our tool can detect
races in the presence or absence of explicit barriers, with implicit or explicit synchronization, and in
OpenMP target offloading constructs.

We formalize and provide a data-flow analysis framework to perform Phase Interval Analysis (PIA)
of OpenMP programs. Phase intervals are then used to compute the MHP (and its complement
NHP) sets for the programs, which, in turn, are used to detect data-races statically.

We evaluate our work using multiple OpenMP race detection benchmarks and real world



applications. Our experiments show that the checker is comparable to the state-of-the-art in
various performance metrics with around 90% accuracy, almost perfect recall, and significantly
lower runtime and memory footprint.

Flacc: Toward OpenACC Support for Fortran in the LLVM Ecosystem
Jeffrey Vetter (Oak Ridge National Laboratory (ORNL))

OpenACC is a directive-based programming model for heterogeneous accelerators initially
launched in 2010 to provide a portable solution at a level of abstraction above OpenCL, CUDA, and
other lower-level programming models. Various implementations of OpenACC for C, C++, and
Fortran exist; however, only one open-source, production implementation of OpenACC for Fortran
does exist.

Moreover, most contemporary compiler tool chains for heterogeneous computing are based on
LLVM. This lack of support poses a serious risk for high-performance computing application
developers targeting GPUs and other accelerators, and it limits the ability of the community to
experiment with, extend, and contribute to the OpenACC specification and open-source
implementation itself. To address this gap, we have designed and begun implementing Flacc: an
effort funded by the US Exascale Computing Project to develop production OpenACC compiler
support for Fortran based on Flang within the LLVM ecosystem.

Extending LLVM IR for DPC++ Matrix Support: A Case Study with Intel® Advanced Matrix
Extensions (Intel® AMX)
Dounia Khaldi (Intel Corporation)

In this paper, we introduce a DPC++ matrix ex-tension to unify different tensor hardware: Intel®
Advanced Matrix Extensions (Intel® AMX) to CPUs, NVIDIA® TPUs, IBM® POWER® MMA, etc.
These tensor hardware units are usually accessed by low-level intrinsics or assembly to perform
matrix operations. It is hard for scientists to program these domain-specific devices without the kind
of high-level abstractions and efficient implementations we introduce here. We also extend the
existing LLVM matrix intrinsics to represent this DPC++ extension and yield efficient Intel AMX
code generation. Based on our case study of implementing this interface on Intel AMX hardware,
we discuss some of the limitations of existing LLVM Intermediate Representation (IR) and how they
can be overcome to exploit tensor hardware.

LLVM Lunch Break (12:30-2)



LLVM-HPC2021 Afternoon Welcome Back
John Leidel (Tactical Computing Laboratories LLC)

Neural Instruction Combiner for LLVM
sandya mannarswamy (Intel Corporation), dibyendu Das (Intel Corporation)

Instruction combiner (IC) is a critical optimization pass, which replaces a sequence of instructions
with an equivalent and optimized instruction sequence at basic block level. There can be thousands
of IC patterns which need to be frequently updated as new coding styles/applications evolve over
time. This makes the IC optimization pass error prone. To mitigate these challenges of traditional IC,
we design a Neural Instruction Combiner (NIC) and demonstrate its feasibility by integrating it into
the LLVM compiler pipeline. NIC leverages neural machine translation seq2seq model technique for
generating optimized encoded IR sequence from the unoptimized encoded IR sequence. We
improve the standard attention mechanism with a compiler guided attention approach. To the best
of our knowledge, ours is the first work demonstrating the feasibility of a neural instruction
combiner for LLVM. Our early results show that NIC can achieve Bleu precision of 0.94 and exact
match accuracy of 0.83.

Implementation of SYCL™ Specialization Constants for Intel GPUs
Alexey Bader (Intel Corporation)

With the emergence of new hardware architectures in HPC systems, we observe raised demand in
software solutions allowing developers efficiently use system’s resources. SYCL programming
model [1] for heterogenous systems provides specialization constants - runtime variables, which
are invariant under the code execution on the target device. This property enables just-in-time (JIT)
compiler optimizations for heterogenous targets like using optimal tile size in a tiled matrix
multiplication kernel depending on the hardware used for execution.

This paper describes the challenges and solution to implement SYCL specialization constants in
oneAPI Data Parallel C++ (DPC++) compiler [2]. We demonstrate how open specifications and
open-source tools like SPIR-V™ specification [3] and SPIRV-LLVM translator [4] from Khronos®
group are leveraged in our implementation.

We provide performance data measured for a generic convolution expression implementation
example and the version using specialization constants for filter coefficients to highlight the
performance benefits of JIT compilation.



Optimizing Data Layout Transformations in MLIR
Mahesh Lakshminarasimhan (University of Utah)

We present an optimized code generation for data layout transformations in MLIR. For an input
tensor of arbitrary order (dimensionality) and a given index permutation sequence, our code
generator synthesizes high-performance vector code for the corresponding transposition with
progressive lowering in MLIR. Our code generator currently supports single-threaded transposition
with explicit vectorization for double-precision data on AVX2-based processors. We are currently
extending this to support parallel code generation and other vector instruction sets, and also
integrate this with existing MLIR-based tensor algebra compilers. Performance results show a
significant speedup over the existing unoptimized MLIR implementation, Tensorflow, and Eigen,
and we achieve performance comparable to the HPTT library.

Automatic and Customizable Code Rewriting and Refactoring with Clang
Alister Johnson (University of Oregon)

Refactoring code for cleanliness, API changes, and new programming models is a common, yet
time-consuming task for application developers. Many of the changes done while refactoring are
simple and mechanical and can be easily automated. Other changes, however, still require input
from a human programmer to ensure the desired result is achieved.

This work describes a prototype tool built on top of Clang that will allow programmers to automate
these more complex changes via a user-friendly, pure C++ framework. As a motivating example,
we present an alternative, customizable implementation of hipify, which translates CUDA to HIP,
using our framework.

Loop Transformations Using Clang's Abstract Syntax Tree
Michael Kruse (Argonne National Laboratory (ANL))

OpenMP 5.1 introduced the first loop nest transformation directives unroll and tile, and more are
expected to be included in OpenMP 6.0. We discuss the two Abstract Syntax Tree (AST)
representations used by Clang's implementation that is currently under development. The first
representation is designed for compatibility with the existing implementation and stores the
transformed loop nest in a shadow AST next to the syntactical AST. The second representation
introduces a new meta AST-node OMPCanonicalLoop that guarantees that the semantic
requirements of an OpenMP loop are met, and a CanonicalLoopInfo type that the OpenMPIRBuilder
uses to represent literal and transformed loops. This second approach provides a better abstraction
of loop semantics, removes the need for shadow AST nodes that are only relevant for code
generation, allows sharing the implementation with other front-ends such as Flang, but depends



on the OpenMPIRBuilder which is currently under development.

Enzyme: Fast, Language Agnostic, Differentiation of Parallel Programs in LLVM
William S. Moses (Massachusetts Institute of Technology (MIT))

Derivatives are key to algorithms in scientific computing and machine learning such as optimization,
uncertainty quantification, and stability analysis. Enzyme is a LLVM compiler plugin for reverse-
mode automatic differentiation (AD) and thus generates fast gradients of programs in a variety of
languages (C/C++, Fortran, Julia, Rust, etc) and architectures (CPU, CUDA, ROCm). Unlike existing
tools which must operate at the source level, Enzyme can differentiate after optimization, which
allows for asymptotically faster gradients. The need to optimize first is accentuated when
differentiating parallel and specifically GPU programs, where data races and complex memory
hierarchies can dramatically change runtimes. In addition to describing the importance that
optimizations have on AD, this talk will preview the challenges that arise when synthesizing
parallel gradient functions.

For more details on GPU AD and GPU/AD-specific optimization, come to our SC talk!

ORAQL: Optimistic Responses to Alias Queries in LLVM
Jan Hueckelheim (Argonne National Laboratory (ANL))

Alias analysis is a prerequisite to many compiler optimizations for high performance and parallel
programs. Alias analysis at compile time is hard and necessarily imperfect. This often means that a
problematic query is conservatively answered with may-alias, even in situations where a definitive
must- or no-alias answer would be correct and result in a faster compiled program. Significant
effort goes into improving alias analysis, as well as to improve programs to better benefit from it.

ORAQL combines a new alias analysis pass in LLVM with external probing. Together, they
determine a locally maximal set of queries that can be answered no-alias optimistically, without
breaking a set of automated tests supplied by the user. This information helps determine the
potential gains from developing new alias analysis passes or better annotating a given input
program, and can guide developer efforts towards the analysis types or code modifications with the
greatest performance impact.

Remote OpenMP Offloading
Atmn Patel (University of Waterloo), Johannes Doerfert (Argonne National Laboratory (ANL))

In this work we show that the OpenMP accelerator offloading model is sufficient to seamlessly and
efficiently utilize more than a single compute node, and its connected accelerators.



Without source code or compiler modifications we run an OpenMP offload capable program on a
remote CPU, or remote accelerator (e.g., GPU), as if it was a local one. For applications that support
multi-device offloading, any combination of local and remote CPUs and accelerators can be utilized
simultaneously, fully transparent to the user. Our low-overhead implementation is integrated into
the LLVM/OpenMP compiler infrastructure as a plugin and is publicly available (in parts) with LLVM
12 and later.

To evaluate our work we provide detailed studies on scaling results for two HPC proxy applications.
We show perfect scaling across dozens of GPUs in multiple hosts with effectiveness proportional
to the ratio of computation versus memory transfer time.

LLVM Afternoon Break (3-3:30)

A High Performance Sparse Tensor Algebra Compiler in MLIR
Ruiqin Tian (Pacific Northwest National Laboratory (PNNL)), Gokcen Kestor (Pacific Northwest
National Laboratory (PNNL); University of California, Merced)

Sparse tensor algebra is widely used in many applications. The performance of sparse tensor
algebra kernels strongly depends on the characteristics of the input tensors, hence many storage
formats are designed for tensors to achieve optimal performance for particular
applications/architectures, which makes it challenging to implement and optimize every tensor
operation of interest on a given architecture. We propose a tensor algebra domain-specific
language (DSL) and compiler framework to automatically generate kernels for mixed sparse-dense
tensor algebra operations.

The proposed DSL provides high-level programming abstractions to represent tensor algebra
operations. The compiler introduces a new Sparse Tensor Algebra dialect built on top of LLVM's
extensible MLIR compiler infrastructure for efficient code generation while covering a wide range of
tensor formats. It also leverages input-dependent code optimization to enhance data locality for
better performance. Our results show that the performance of automatically generated kernels
outperforms the state-of-the-art sparse tensor algebra compiler.

Toward an Automated Hardware Pipelining LLVM Pass Infrastructure
John Leidel (Tactical Computing Laboratories)

The many nuances associated with hardware development have fostered a development



environment exclusive to those possessing extensive knowledge on the low-level implementation
details necessary for an effective design. Allowing users to focus on the design aspects specific to
the domain they work in by abstracting the low-level implementation details could prove
invaluable to their success

This work describes the StoneCutter infrastructure, along with its encompassing OpenSoC System
Architect suite of tools, provide users with a high-level, C-like syntax for rapidly designing ISAs.
The compiler is responsible for ingesting instruction definitions and generating optimized Chisel
HDL output as well as target-specific LLVM-linked compiler capable of executing binaries on the
prototype ISA. During the codegen phase, the necessary control signals are subsequently
generated and then used to automatically pipeline the entire ISA based on the design's I/O,
arithmetic operations, and flow-control.

Facilitating CoDesign with Automatic Code Similarity Learning
Tan Nguyen (Lawrence Berkeley National Laboratory (LBNL))

Automating the workload characterization process is increasingly important in hardware design.
Although compiler tools can automatically collect profiling data and predict performance behaviors,
the process has to be repeated for each potential design. Such challenge is exacerbated by the fast
growing body of applications and input problems.

We propose an alternative approach based on code similarity learning. The application is
decomposed into small kernels that can be mapped to known patterns. The behaviors of a pattern
on a hardware setup can be reused. To enable this technology, we propose a new code
representation and similarity metric. We automate the detection process using compiler and ML
methods. Specifically, we reformulate application's dataflow graphs so that they can be compared
based on both compute and data movement. We show this representation can distinguish kernels
in the HPCG benchmark and help suggest optimal configurations for SpMV and GEMM hardware
accelerators.

9:00 am - 5:30 pm

CANOPIE-HPC: Containers and New Orchestration Paradigms for Isolated
Environments in HPC

Session Description:



The ongoing revolution in user-defined software stacks (UDSS) via containerization, virtualization
and other methods has dramatically changed how applications and services are delivered across
the entire computing industry. Popularized by Docker, this shift has established a new ecosystem of
tools and techniques with new, more flexible and agile approaches, thereby also gaining traction in
the HPC community. In addition to HPC-optimized container runtimes, emerging technologies like
Kubernetes and Podman create a new set of opportunities and challenges. While adoption is
growing, there remain numerous questions regarding best practices, foundational concepts, tools
and standards. Our goal is to promote and accelerate the adoption and impact of this new
ecosystem to better address HPC use cases. This workshop serves as a key venue for presenting
late-breaking research, sharing experiences and best practices, and fostering collaboration in this
field. Our second workshop iteration will emphasize real-world experiences and challenges in HPC
UDSS.

CANOPIE-HPC Welcome and Introduction
Andrew Younge (Sandia National Laboratories), Shane Canon (Lawrence Berkeley National
Laboratory (LBNL))

Welcome the audience to the 3rd iteration of the CANOPIE-HPC Workshop.

CANOPIE-HPC Invited Speaker - Morning Session
Aldo Culquicondor (Google LLC)

Kubernetes is a well established platform for easily and efficiently running serving workloads in
clusters on prem and the cloud. With its increasing popularity, users have started porting batch and
HPC workloads onto Kubernetes, encountering some challenges. In this talk, I will discuss the
recent improvements we have done to the Job API to enable more batch and HPC workloads to run
on Kubernetes and our collaboration with Kubeflow to enable MPI workloads at scale.

CANOPIE-HPC Morning Break (10-10:30)

Deploying Containerized QuantEX Quantum Simulation Software on HPC Systems.
David Brayford (Leibniz Supercomputing Centre), John Brennan (Irish Centre for High-End
Computing (ICHEC))



The need to easily customize, reproduce and migrate applications and workflows is steadily
increasing amongst the High Performance Computing (HPC) community, as non-traditional HPC
software environments and applications are starting to require HPC resources to tackle “real world”
scientific problems. In addition, traditional HPC software are becoming more complex and are often
deployed on multiple different architectures.

In this paper, we discuss the issues associated with the deployment of the QuantEX quantum
computing simulation software within containers on different HPC systems. Also, we compare the
performance of the containerized software with the software running on “bare metal”.

It’s a Scheduling Affair: GROMACS in the Cloud with the KubeFlux Scheduler
Maurizio Drocco (IBM - TJ Watson Research Center)

In this work, we address the problem of running HPC workloads efficiently on Kubernetes clusters.
To do so, we compare the Kubernetes' default scheduler with KubeFlux, a Kubernetes plug-in
scheduler built on the Flux graph-based scheduler, on a 34-node Red Hat OpenShift cluster on
IBM Cloud. We detail how scheduling can affect the performance of GROMACS, a well-known
HPC application, and we show that KubeFlux can improve its performance through better pod
scheduling. In our tests, KubeFlux demonstrates the tendency to limit the number of subnets
spanned by a job and the maximum number of pods per node, translating to a >2x speedup over
the Kubernetes default scheduler in several cases.

Moderator:
Panelist:

Jetstream 2.0
Jeremy Fischer (Indiana University)

CANOPIE-HPC Lunch Break (12:30-2)

Feasibility of Running Singularity Containers with Hybrid MPI on NASA High-End Computing



Resources
Yan-Tyng (Sherry) Chang (NASA Ames Research Center)

This work investigates the feasibility of a Singularity solution to support running MPI applications in
“hybrid” MPI mode on NASA’s HECC resources. Two types of applications were tested: HPC and
AI/ML. On the HPC side, two JEDI containers built with Intel MPI for Earth science modeling were
tested on both HECC in-house and HECC AWS Cloud CPU resources. On the AI/ML side, a NVIDIA
TensorFlow container built with OpenMPI was tested with a NCF recommender system and the
ResNet-50 computer image system on the HECC in-house V100 GPUs. Our exercises demonstrate
that although porting containers to run with a single node using just the container MPI is quite
straightforward, running across multiple nodes in hybrid MPI mode requires knowledge of
Singularity, MPI libraries, the operating system image, and the communication infrastructure such as
the transport and network layers.

RollingGantryCrane: Automation for Unpacking Containers into HPC Environments
Gregory J. Zynda (NVIDIA Corporation)

Software containers are an important common currency for portability and reproducibility in the
modern world of computing. While they are easy to share through public registries, usage
documentation is often lacking, effectively leaving users with black boxes. RollingGantryCrane
(RGC) is an open-source tool that takes generic software containers and automatically exposes the
internal software through LMOD environment modules. Users provide the container URLs they
wish to use, and RGC pulls the containers, collects descriptive metadata from public repositories,
scans for non-standard executables on each container’s search path, and generates LMOD
modulefiles with help text and shell functions that transparently expose applications directly to the
command line interface. RGC has been used in production since early 2019 on five production
systems at The Texas Advanced Computing Center (TACC), allowing users to create bespoke
modules and serving over 3000 unique tools from the BioContainers project.

CANOPIE-HPC Afternoon Break (3-3:30)

CANOPIE-HPC Invited Speaker - Afternoon Session
Greg Kurtzer (Control IQ)

We've been using the same base architecture for building HPC systems for almost 30 years and



while the capabilities of our systems have increased considerably, we still use the same flat and
monolithic architecture of the 1990’s to build our systems.

What would the next generation architecture look like? How do we leverage containers to do
computing of complex workflows while orchestrating not only jobs, but data? How do we bridge
HPC into the 2020’s and make optimal use of multi-clusters and federate these systems into a
larger resource to unite onprem, multi-prem, cloud, and multi-cloud? How do we integrate with
these resources in a cloud-native compatible manner supporting CI/CD, DevOps, DevSecOps,
compute portals, GUIs, and even mobile?

This isn't a bunch of shoelace and duct-tape on top of legacy HPC, this is an entirely new way to
think about HPC infrastructure. This is a glimpse into HPC-2.0, coming later in Q1 of 2022.

Moderator:
Panelist:

9:00 am - 5:30 pm

EduHPC-21: Workshop on Education for High Performance Computing

Session Description:

The annual EduHPC Workshop is a full-day venue for the development, assessment and
dissemination of educational and curricular resources for undergraduate, graduate and professional
education in High-Performance Computing (HPC), Parallel and Distributed Computing (PDC), data
science, and the Internet of Things. It is also a place where academics and practitioners from
industry and research laboratories can meet, mix and share ideas about these topics. The workshop
program includes an invited talk, peer-reviewed paper presentations, a “peachy assignments”
session, a “lightning talks” session, invited panels and special sessions, and an update regarding
ongoing PDC curriculum revision efforts (with valuable feedback and comments). EduHPC is also a
venue for conversations on emerging issues such as sustainability and reproducibility, allowing a
large and diverse audience to communicate creative initiatives. The workshop's primary focus is
undergraduate education, but issues related to graduate education and education for working
professionals are also relevant and welcomed.



Welcome and Introduction
Joel Adams (Calvin University)

Opening Invited Talk: Real-World Challenges from Edge to Exascale and Beyond
Alexandra (Sandy) Landsberg (Navy DoD Supercomputing Resource Center)

EduHPC-21 Morning Break (10-10:30)

Experience and Practice Teaching an Undergraduate Course on Diverse Heterogeneous
Architectures
Eitan Frachtenberg (Reed College)

Heterogeneous computing is growing as an important hardware and software paradigm, both in
high-performance computing and in application computing in general. Nevertheless, the topic is a
relative newcomer to undergraduate curricula, and there is a dearth of guidance on suitable syllabi
and lesson plans. The educational challenge of teaching this topic is exacerbated by the rapid pace
of heterogeneous-hardware innovation and adoption, which can render parts of current textbooks
obsolete.

To help other educators facing these challenges, and to promote a conversation about a
standardized approach toward teaching heterogeneous computing, this paper presents a case
study for one semester-long class on the topic. It describes the goals, structure, challenges, and
lessons learned from the introduction of a diverse heterogeneous hardware and software
environment to computer science majors at Reed College, a small liberal-arts school. This paper
also includes suggestions and ideas for future adoption, adaptation, and expansion of this class.

The Hour of Cyberinfrastructure (Hour of CI): Early Findings from Pilot Study to Build Cyber Literacy
for GIScience
Eric Shook (University of Minnesota)



This paper provides an overview of the Hour of Cyberinfrastructure (Hour of CI), a project creating a
suite of self-paced, hour-long lessons aimed at helping learners in the areas of spatial, social, and
environmental sciences take their first steps in the path toward cyberinfrastructure. Using
collaboratively developed lessons written in Jupyter Notebooks, the Hour of CI aims to lower
barriers to cyberinfrastructure for next-generation scientists and scholars from broad and diverse
backgrounds. Early findings based on a pilot of four lessons suggest our approach has created
engaging and appropriately challenging lessons for diverse learners. The project will continue
developing lessons to help learners build cyber literacy for GIScience and prepare them to tackle
global problems.

Educating HPC Users in the Use of Advanced Computing Technology
Eva Siegmann (Stony Brook University)

We examine a multi-modal approach to educating and training users of an advanced computing
technology testbed at the Institute for Advanced Computational Science at Stony Brook University.
Ookami provides researchers with access to Fujitsu A64FX nodes, this being the same processor
technology powering the Japanese Fugaku supercomputer, the fastest computer worldwide since
June 2020.

However, achieving high-performance on this Arm-based, leadership computing technology
requires that users be familiar with details of computer architecture, performance analysis, and
high-performance programming models that are commonly omitted in introductory programming
courses. Indeed, regardless of their seniority, many users are surprisingly unfamiliar with basic
concepts such as vectorization, latency/bandwidth, roofline models, computing energy/power,
threads, and non-uniform memory access. Due to the national/global nature of our user community
that is very diverse in discipline and experience, the inability to offer formal classes, we have
consciously employed multiple approaches that emphasize personal interactions and transfer of
skills.

Q&A for Paper Session I
Joel Adams (Calvin University)

Lightning Talks
Henry Gabb (Intel Corporation)



Attack at Dawn: Cracking Codes with CUDA and Teaching Parallelism
Rahul Toppur (Northeastern University, Khoury College of Computer Sciences)

In this work, we present four introductory modules on General Purpose GPU programming
(GPGPU) with a context in computer security for undergraduate students. Students work through a
series of lectures, labs, and assignments learning parallel programming in CUDA while learning
high-performance computing concepts including device memory management and the CUDA
thread model. This course adopts a security focus to GPGPU programming and uses topics such as
cracking ciphers and image steganography to provide students with a practical context for learning
high-performance computing in a unique domain, which is insertable into a normal semester-long
security course.

Teaching SIMD Instructions Using Intel Intrinsics in Computer Organization Course
Satish Puri (Marquette University)

This talk focuses on integrating high performance computing topics in Computer Organization and
Design class at Marquette University. The instructor is a TCPP early adopter. SIMD parallelization
was covered in the class using CPU and GPU. On Intel CPU, Advanced Vector Extension (AVX) was
used for teaching vectorization at the assembly programming level. The content was covered in
two fifty minutes lectures, one lab, and one homework. On GPU, CUDA was used with image
manipulation example. We describe the topics covered along with programming exercises and
homework assignments. The course materials, lecture slides and lecture video have been shared
online.

Teaching Edge Computing as an Undergraduate Course
Neftali Watkinson (University of California, Riverside)

Edge Computing is an exciting new field that brings computational power to the network layer
where real world data is generated. Thanks to the emergence of powerful embedded devices as
well as high bandwidth mobile communication, we can process data faster than ever and make
decisions in a fraction of a second. Several industries have adopted Edge Computing applied
towards tasks related to self-driving vehicles, security, customer experience, among others.
Therefore, Edge Computing is highly intertwined with other fields of study, including Artificial
Intelligence (AI), Cloud Computing, and Embedded Systems.

For this talk we describe our experience teaching “CS190: Programming for Edge Computing” at
the University of California, Irvine (UCI) during the Spring Quarter of 2020 and propose the
adoption of similar courses as well as the general idea of providing students the exposure to
integrative learning experiences where they get to analyze problems form a holistic point of view.



Toward Enabling Education as a Service on High Performance Computing Resources
Xu Weijia (Texas Advanced Computing Center (TACC))

As big data analysis and advanced machine learning algorithms drastically increasing computing
resource requirement, high performance computing (HPC) resources are actively adopted by wide
variety domain fields. How to improve the accessibility and support of educational tasks on HPC
have become an emerging problem for supercomputing centers. There are several unique
challenges. In this lighting talk, we share our experiences and practices using computing resources
at Texas Advanced Computing Center to support education on HPC. We introduce an in-house web
application framework development, IDOLS, which can lower the access barrier and improve the
ease of the support for education on HPC. We will present our approach and demonstrate how it
can be used with three different use cases: to support training workshops on efficiently usage of
HPC; to teach parallel R workflow in the classroom; and to support large scale audio data collection
analysis on HPC.

Q&A for Lightning Talks
Henry Gabb (Intel Corporation)

CFP: EduHiPC
Sheikh Ghafoor (Tennessee Tech University), Satish Puri (Marquette University)

EduHPC Lunch Break (12:30-2:00)

Visualizing Parallel Dynamic Programming Using the Thread Safe Graphics Library
Grey Ballard (Wake Forest University)

The design and analysis of parallel algorithms are both fundamental to the set of high-
performance, parallel, and distributed computing skills required to use modern computing
resources efficiently. In this work, we present an approach of teaching parallel computing within an



undergraduate algorithms course that combines the paradigms of dynamic programming and
multithreaded parallelization. We have developed a visualization tool built with the Thread Safe
Graphics Library that enables interactive demonstration of parallelization techniques for two
fundamental dynamic programming problems, 0/1 Knapsack and Longest Common Subsequence.
We describe the implementation of the tool, the real-time animation it produces, and the results of
using it in class. The tool is publicly available to be used directly or as a basis on which to build
visualizations of other parallel dynamic programming algorithms.

Automating Testing of Visual Observed Concurrency
Prasun Dewan (University of North Carolina)

Existing techniques for automating the testing of sequential programming assignments are
fundamentally at odds with concurrent programming as they are oblivious to the algorithm used to
implement the assignments. We have developed a framework that addresses this limitation for
those object-based concurrent assignments whose user-interface (a) is implemented using the
observer pattern and (b) makes apparent whether concurrency requirements are met. It has two
components. The first component reduces the number of steps a human grader needs to take to
interact with and score the user-interfaces of the submitted programs. The second component
completely automates assessment by observing the events sent by the student-implemented
observable objects. Both components are used to score the final submission. The second
component is also used to provide feedback during assignment implementation. The framework is
used extensively by students, leads to more partial credit, reduces grading time, and gives statistics
about incremental student progress.

Q&A for Paper Session II
Joel Adams (Calvin University)

Community Announcements I
Joel Adams (Calvin University)

EduHPC-21 Afternoon Break (3-3:30)



Community Announcements II
Joel Adams (Calvin University)

Peachy Parallel Assignments
David Bunde (Knox College)

Peachy Assignment: Introduction to Batch Scheduling Concepts and Practices
Henri Casanova (University of Hawaii at Manoa)

This assignment targets the basic concepts and practices that are necessary for using a batch-
scheduled platform effectively. Active learning is achieved via interactive pedagogic activities.
Specifically, these activities provide students with an in-the-browser, command-line Shell running
on the head node of a cluster managed by Slurm, all in simulation. Each activity guides students
toward specific learning objectives via a series of questions, each of which requires hands-on
experimentation in the above Shell. Because the execution is simulated, it is possible for students
to reset time or to advance time at will, which makes it possible for them to explore and compare
alternative job submission strategies quickly and conveniently. This assignment has almost no
prerequisites, does not require any hardware besides a student computer, and only requires that
Docker be installed on that computer. To date, this assignment has been used successfully in one
offering of a graduate-level HPC course.

Wind Tunnel: An Assignment for OpenMP, MPI and CUDA/OpenCL
Arturo Gonzalez-Escribano (University of Valladolid, Spain)

We present a new assignment for a Parallel Computing course to teach the approaches to the
same problem in different parallel programming models. It targets concepts of shared-memory
programming with OpenMP, distributed-memory programming with MPI, and GPU programming
with CUDA or OpenCL. It is based on a simulation of air pressure and particles movement inside a
wind tunnel with fixed obstacles. The program is designed to be simple, easy to understand, and to
include specific parallelization and optimization opportunities. Although there is a quite direct
parallel solution in the three programming models, the program has plenty of opportunities for
further improvements. Compared to our previous assignments it introduces a different parallel



pipeline approach and new optimization challenges. It introduces a progressive approach with
optional levels of difficulty. It has been successfully used in parallel programming contests during
an optional Parallel Programming course in the third year of Computer Engineering degree.

Q&A for Peachy Assignments
David Bunde (Knox College)

Closing Invited Talk – Parallel Computing: The Next Generation
Paul Tymann (National Science Foundation (NSF))

Closing and Farewells
Joel Adams (Calvin University)

9:00 am - 5:30 pm

HPCSysPros21 Workshop

Session Description:

The complexity of high-performance computing (HPC) systems necessitates advanced techniques
in system administration, configuration and engineering and (by proxy), staff well-versed on the
best practices in this field. HPC systems professionals include system engineers, system
administrators, network administrators, storage administrators and operations staff who face
problems that are unique to high-performance computing systems. The ACM SIGHPC SYSPROS
Virtual Chapter, the sponsor for this workshop, has been established to provide opportunities to
develop and grow relationships among HPC systems administration practitioners and to act as a
support resource for them.



This workshop is designed to share best practices for common HPC system deployment and
maintenance, to provide a platform to discuss upcoming technologies and to present state of the
practice techniques that increase performance and reliability of systems, and in turn increase
researcher and analyst productivity.

Opening Remarks
John Blaas (National Center for Atmospheric Research (NCAR))

Opening remarks for the SIGHPC SYSPROS workshop at SC21.

Enabling Research and Education through the Geddes Composable Platform
Erik Gough (Purdue University)

The Geddes Composable Platform is an on-premise Kubernetes-based private cloud at Purdue
University and was designed to meet the increased demand for the deployment of flexible,
persistent, edge and supporting services for scientific data analysis and to promote "SciOps", the
application of DevOps principles to scientific computing. The platform has been in an early user
access period for the past six months and has been used by several research groups at Purdue and
by students as part of data science initiatives on campus. In this lightning talk, we will give a brief
overview of the platform and its components, summarize the usage during the early user access
period and describe scientific research and education use cases that have been enabled by the
Geddes platform.

At the time of writing, over sixty users from fifteen research groups have been given access to the
platform. Deployments include JupyterHub instances for specific research groups and data science
courses, science gateways, databases, ML-based image classifiers, and web-based BLAST
database searches.

Ookami – The First Year of a Computing Technology Testbed
Eva Siegmann (Stony Brook University)

Ookami [1] is a computing technology testbed funded by NSF (grant OAC 1927880). It provides
researchers worldwide with free access to Fujitsu A64FX compute nodes. Those are the same as in
the world’s current fastest machine, Fugaku at the RIKEN supercomputing center in Japan. The
motivation behind Ookami is to provide researchers with access to this new technology to allow
them to understand its strengths and weaknesses and port their applications to it. Ookami was
installed in 2020 followed by an initial phase with friendly user access. Since the beginning of
2021 the cluster is open to researchers worldwide. During the first 9 months, around 60 projects
and 170 users started using the system. There are several toolchains (GNU, Arm, Cray, Fujitsu),



flavors of MPI, debuggers, and profiling tools available on the system, allowing users to investigate
the performance of their applications in detail. One of the key features of the Fujitsu A64FX
processor is SVE (scalable vector extension). Observations show that the exploitation of this
feature differs a lot between different applications and compilers. In this presentation, we will
describe Ookami, our efforts in user engagement and education, and success stories and challenges
in using this new technology.

[1]    https://www.stonybrook.edu/ookami

Kubernetes with Open OnDemand Using Kyverno
Trey Dockendorf (Ohio Supercomputer Center)

Kubernetes with Open OnDemand using Kyverno (Lightning talk)

Supporting Kubernetes through Open OnDemand presents many challenges with regard to safely
allowing users to run applications inside Kubernetes in a similar manner to how jobs would run in
an High Performance Computing batch environment. To overcome these challenges, the Ohio
Supercomputer Center has utilized the Kyverno policy engine to ensure that users using Kubernetes
are doing so in a safe and secure way.

The main challenge with user-submitted Kubernetes pods was ensuring that those pods are run as
the UID/GID and supplemental groups belonging to that user. Additionally, there were challenges
ensuring that users were authorized for the account they specified and could be charged for the
resources consumed inside Kubernetes. These challenges were solved by deploying the Kyverno
policy engine and implementing policies that ensure a user’s pod has certain required
configurations set. Data from our local LDAP was used by the Kyverno policies to ensure not only
correct UID/GID mappings but also that only active users are running pods. These changes are used
to permit Kubernetes pods launched through Open OnDemand to have access to the same file
systems as the HPC batch environment.

HPCSysPros21 Morning Break (10-10:30)

Kubernetes for HPC Administration
Samuel Knight (Sandia National Laboratories)

HPC software stacks require administrators to deploy and maintain a complex collection of



software. Historically this was done on bare-metal nodes, which present challenges when
maintaining a coherent suite of software. This paper describes hosting administrative HPC software
on a Kubernetes platform, along with auxilary tooling for storage, IP/DNS management, metrics and
logging. Since Kubernetes exclusively runs container images, individual components of the
software stack run in simplified, reproducible environments. Altogether, the platform can replicate
most of the advantages of a bare-metal environment, while improving on reproducibility, stability,
uptime, and the quality of telemetry.

Benchmarking Panel
Hai Ah Nam (Lawrence Berkeley National Laboratory (LBNL)), Rory Kelly (National Center for
Atmospheric Research (NCAR)), Greg Bauer (University of Illinois, National Center for
Supercomputing Applications (NCSA)), Paul Ferrell (Los Alamos National Laboratory)

For this panel we will spend an hour talking about benchmarking on HPC resources and the
infrastructure behind them. We will discuss how to select the right benchmarks to use, when to
benchmark your resources, and how to improve or remedy performance degradation.

HPCSysPros21 Lunch Break (12:30-2)

Technical Underpinnings of Azure HPC & AI Supercomputing
Evan Burness (Microsoft Corporation)

This talk will provide an overview of Azure HPC & AI supercomputing architectures, their technical
underpinnings and capabilities for large scale HPC workloads, and how Azure distributes and
supports these resources globally to support one of the largest customer and user bases in the
world.

HPCSysPros21 Afternoon Break (3-3:30)



Lightning Talk: Chameleon Cloud
Michael Sherman (University of Chicago)

Chameleon cloud and how to leverage it to test and evaluate new hardware platforms and
architectures.

Lightning Talk: Storing of Secrets for Retrieval by Configuration Management
David King (University of Illinois)

We were storing secrets in a private git repository that has security implications. Admins that
would be working on a Puppet control repository would also have the secrets local to their systems
even if the secret is encrypted.

Using Vault by Hashicorp with Consul as encrypted storage. This use’s Puppet Server CA certificate
as authorization for servers to pull secrets. This also provides flexibility to create policies that
control administrative access. A single Vault instance provides secret storage for multiple Puppet
Servers as NCSA.

Open Discussion
John Blaas (National Center for Atmospheric Research (NCAR))

Open discussion time in which we have some conversation on any pain points in the community as
well as the sharing of success stories either at a home institute or in a collaboration with other sites.

Closing Remarks
Adam Hough (Shell)

Closing remarks and Traxler Family Award for Community Service

9:00 am - 5:30 pm

HiPar21: 2nd Workshop on Hierarchical Parallelism for Exascale Computing

Session Description:



High-performance computing (HPC) platforms are evolving towards having fewer but more
powerful nodes, driven by the increasing number of physical cores in multiple sockets and
accelerators. The boundary between nodes and networks is starting to blur, with some nodes now
containing tens of compute elements and memory sub-systems connected via a memory fabric.
The immediate consequence is an increasing complexity, due to ever-more complex architecture
(e.g., memory hierarchies), novel accelerator designs and energy constraints. Spurred largely by this
trend, hierarchical parallelism is increasingly gaining momentum. This approach embraces the
intrinsic complexity of current and future HPC systems, rather than avoiding it, by exploiting
parallelism at all levels: compute, memory and network. This workshop focuses on hierarchical
parallelism. It aims at bringing together application, hardware and software practitioners proposing
new strategies to fully exploit computational hierarchies, and provides examples to illustrate their
benefits to achieve extreme scale parallelism.

HiPar21: Welcome and Overview
Francesco Rizzi (NexGen Analytics), Lee Howes (Facebook), Sherry Li (Lawrence Berkeley National
Laboratory (LBNL)), Christian Trott (Sandia National Laboratories), Filippo Spiga (NVIDIA
Corporation), Daisy Hollman (Google LLC)

HiPar21: Invited Talk: "Reasoning About Software Correctness"
Sean Parent (Adobe)

HiPar21 Morning Break (10-10:30 am)

Distributing Higher-Dimensional Simulations across Compute Systems: A Widely Distributed
Combination Technique
Theresa Pollinger (University of Stuttgart), Dirk Pflüger (University of Stuttgart)

The numerical solution of high-dimensional PDE problems is essential for many research questions,
such as understanding relativistic astrophysics, quantum physics, or hot fusion plasmas. At the



same time, it is haunted by the curse of dimensionality, rendering finely resolved simulations
infeasible even on modern architectures. The Sparse Grid Combination Technique helps to break
the curse of dimensionality for high-dimensional PDE problems to some extent. But even then,
simulations are restricted by the size of HPC systems. A new implementation based on the open-
source code DisCoTec allows to distribute existing solvers even across compute systems: The
widely distributed combination technique enables simulations at scales that would otherwise be
intractable. This paper introduces the extended algorithm and showcases a proof of concept for the
remote communication set-up. The scaling properties for the single-system and two-system cases
are presented, and the numerical correctness of the implementation is validated.

Benchmarking and Extending SYCL Hierarchical Parallelism
Tom Deakin (University of Bristol), Aksel Alpay (Heidelberg University)

SYCL is an open-standard, parallel programming model for programming heterogeneous devices
from Khronos. It allows single-source programming of diverse attached devices in a cross-platform
manner in modern C++. SYCL provides different layers of parallel abstractions, including Same
Instruction Multiple Thread (SIMT) kernels, data-parallel loop concurrency and hierarchical
parallelism. We discuss Scoped Parallelism as an extension to the existing Hierarchical Parallelism
in SYCL, and highlight the advantages and disadvantages of these models from the perspective of
the programmer and an implementer of SYCL. In this paper, we compare writing benchmark
programs using SIMT kernel, hierarchical parallelism and scoped parallelism paradigms, and
present results running on a high-performance CPU and GPU.

Accelerate MMEwald on a New Generation of Sunway Supercomputer
Mingchuan Wu (Institute of Computing Technology, Chinese Academy of Sciences; Chinese
Academy of Sciences), Yangjun Wu (Institute of Computing Technology, Chinese Academy of
Sciences; Chinese Academy of Sciences), Honghui Shang (Institute of Computing Technology,
Chinese Academy of Sciences; Chinese Academy of Sciences), Ying Liu (Institute of Computing
Technology, Chinese Academy of Sciences), Huimin Cui (Institute of Computing Technology,
Chinese Academy of Sciences; Chinese Academy of Sciences), Xiaobing Feng (Institute of
Computing Technology, Chinese Academy of Sciences; Chinese Academy of Sciences)

The Poisson solver for the calculation of the electrostatic potential is an essential primitive in
quantum mechanics calculations. In this paper, we adopt the Ewald method and propose a highly-
optimized and scalable framework for Poisson solver, MMEwald, on the new generation Sunway
supercomputer, capable of utilizing the collection of 390-core accelerators it is equipped with. The
MMEwald is based on a grid adapted cut-plane approach to partition the points into batches and
distribute the batch to the processors. Furthermore, we propose a set of architecture-specific
optimizations to efficiently utilize the memory bandwidth and computation capacity of the
supercomputer.



Did the GPU Obfuscate the Load Imbalance in My MPI Simulation?
David Eberius (Oak Ridge National Laboratory (ORNL)), David Boehme (Lawrence Livermore
National Laboratory), Olga Pearce (Lawrence Livermore National Laboratory)

The current proliferation of GPU-based HPC systems necessitates a method for assessing the
performance of simulations on heterogeneous machines. The addition of GPUs to a system adds
multiple hierarchical levels of parallelism to the node architecture. In this paper, we demonstrate
that the traditional load imbalance metric is insufficient for capturing the load imbalance on GPU-
based machines, since it treats the GPU as a monolithic entity and ignores the internal parallelism.
We propose a new hierarchical metric that improves the correlation of measured performance and
application workload by up to 20.61%. Using our metric for determining application load instead of
the traditional metric as the input for the load balancing algorithm reduces the residual load
imbalance by up to 4x in our application.

HiPar21 Lunch Break (12:30-2)

Moderator: Lee Howes (Facebook)
Panelist: Elliott Slaughter (Stanford University), Simon McIntosh-Smith (University of Bristol), Paul
Kelly (Imperial College, London), Michela Taufer (University of Tennessee, Knoxville)

HiPar21 Afternoon Break (3-3:30)

Uintah+Hedgehog: Combining Parallelism Models for End-to-End Large-Scale Simulation
Performance
Timothy Blattner (National Institute of Standards and Technology (NIST))

The complexity of heterogeneous nodes near and at exascale has increased the need for “heroic”
programming efforts. To accommodate this complexity, significant investment is required for codes
not yet optimizing for low-level architecture features (e.g., wide vector units) and/or running at



large-scale. This paper describes ongoing efforts to combine two codes, Hedgehog and Uintah,
lying at both extremes to ease programming efforts. The end goals of this effort are (1) to combine
the two codes to make an asynchronous many-task runtime system specializing in both node-level
and large-scale performance and (2) to further improve the accessibility of both with portable
abstractions. A prototype adopting Hedgehog in Uintah and a prototype extending Hedgehog to
support MPI+X hybrid parallelism are discussed. Results achieving ∼60% of NVIDIA V100 GPU
peak performance for a distributed DGEMM problem are shown for a naive MPI+Hedgehog
implementation before any attempt to optimize for performance.

PPIR: Parallel Pattern Intermediate Representation
Adrian Schmitz (RWTH Aachen University)

HPC systems are becoming rapidly larger, heterogeneous, and generally more complex to fulfill the
growing demand for computational resources in science and engineering. HPC system and
architecture-specific optimizations are necessary to leverage the full potential of such systems. One
approach is to develop a high-level, structured source code by leveraging parallel patterns. Our
previous work proposed a framework to optimize pattern-based codes for a target HPC system
automatically. Global optimizations can be carried out by the framework, optimizing the dataflow
throughout the parallel algorithm and efficiently scheduling the application on the available
resources.

We propose a compact and fast intermediate representation (IR) of parallel pattern-based
applications to enable such global optimizations. A tree-based hierarchical abstraction called
abstract pattern tree (APT) is introduced to this end. It is augmented with scheduling information
provided by the optimization framework. The resulting IR is implemented in a prototype compiler
and evaluated on the Rodinia benchmark suite. 17 out of the 19 benchmarks could be represented
by a small set of parallel patterns and statically analyzed by the prototype compiler. The original
source code could be highly condensed by using parallel patterns, which increases the
development productivity. The compiler prototype implementation showed a feasible compilation
time below one second for most benchmarks. The proposed PPIR was compared to LLVM IR.

HiPar21: Closing Remarks
Francesco Rizzi (NexGen Analytics), Lee Howes (Facebook), Sherry Li (Lawrence Berkeley National
Laboratory (LBNL)), Christian Trott (Sandia National Laboratories), Filippo Spiga (NVIDIA
Corporation), Daisy Hollman (Google LLC)



9:00 am - 5:30 pm

Women in HPC: Diversifying the HPC Community and Engaging Male Allies

Session Description:

The eleventh international Women in HPC workshop will be held at SC21, St. Louis, USA, with the
goal of celebrating the success of women in HPC, their recruitment and the mentoring of women in
the workforce. The WHPC workshop series has become the leading event on improving equity,
diversity and inclusion. WHPC provides all attendees, irrespective of gender, with the skills to
thrive in the workplace and the information to build frameworks for diverse recruitment and
retention policies and actions.

WHPC@SC21 will focus on the following topics: maintaining connections in a remote working
world; driving career growth in a distributed world; avoiding home and work life collisions and
establishing coping strategies; establishing a framework to unlock successful career change;
embracing and benefiting from diversity, equity and inclusion in the workplace; and raising mental
health awareness in the workplace. We will also include short lightning talks by women working in
HPC.

Opening Remarks
Mariam Umar (Intel Corporation)

Distinguished Speaker
Debra Goldfarb (Amazon Web Services)

Women in HPC Morning Break (10-10:30)



Establishing and Benefitting from a Professional Network
Dan Pit (Palo Alto Innovative Advisors)

Leadership and Negotiation Skills
Laura Schulz (Leibniz Supercomputing Centre)

Self Promoting and Creating Visibility in Professional Network
Andrew Jones (Microsoft Corporation)

How to Identify and Handle Burn-Out and Stress
Jeanine Cook (Sandia National Laboratories)

How to Do Successful Career Change
Jiajia Li (College of William & Mary)

Leading a University Research Lab
Boyana Norris (University of Oregon)

Women in HPC Lunch Break (12:30-2)



Distinguished Speaker
Valerie Taylor (Argonne National Laboratory (ANL))

Women in HPC Afternoon Break (3-3:30)

Early Career Lightning Talks
Rey Wang (Amazon Web Services)

Happy Hour & Networking
Mariam Umar (Intel Corporation)

9:00 am - 5:30 pm

DRBSD-7: The 7th International Workshop on Data Analysis and Reduction for
Big Scientific Data

Session Description:

A growing disparity between simulation speeds and I/O rates makes it increasingly infeasible for
applications to save all results for analysis. In this new world, applications must increasingly
perform online data analysis and reduction, tasks that introduce algorithmic, implementation and
programming model challenges that are unfamiliar to many scientists and that have major



implications for the design of various elements of exascale systems.

This trend has spurred interest in online data analysis and reduction methods, motivated by a
desire to conserve I/O bandwidth, storage and/or power; increase accuracy of data analysis results;
and/or make optimal use of parallel platforms, among other factors. This requires our community to
understand clear yet complex relationships among application design, data analysis and reduction
methods, programming models, system software, hardware and other elements of a next-
generation high-performance computer, particularly given constraints such as applicability, fidelity,
performance portability and power efficiency.

DRBSD-7 Lightning Talk: Introduction
Ian Foster (Argonne National Laboratory (ANL))

Lightning Talk: Data Science Efforts in the Exascale Computing Project
Douglas Kothe (Oak Ridge National Laboratory (ORNL))

Productive and Performant Generic Lossy Data Compression with LibPressio
Robert R. Underwood (Clemson University), Franck Cappello (Argonne National Laboratory (ANL))

In recent years, lossless and lossy compressors have been developed to cope with the ever
increasing volume of scientific floating point data. However not all compression techniques are
appropriate for all datasets, and determining which one to use can be time consuming requiring
code modifications and trial and error. We present LibPressio -- a generic library for the
compression of dense tensors that minimizes the code changes scientists need to make to take
advantage of new and improved compression techniques. We compare LibPressio to 9 different
completing libraries and measure the overhead of their design decisions as well as overall run time
overhead showing insignificant overhead. We further show a improvement in usability as measured
by a reduction in lines of code compared to native code by 50-90%.

DRBSD-7 Morning Break (10-10:30)



Lightning Talk: Data Science and AI by Big Memory Supercomputer
Taisuke Boku (University of Tsukuba)

One of the biggest issues for high performance data science and AI is the performance and capacity
of storage, both for main memory and I/O storage. For the main memory, traditional DRAM solution
limits the capacity even though the bandwidth and latency are almost sufficient. About I/O storage,
SSD technology provides high performance for local storage, however we need a distributed one
for large scale parallel processing.

One of the novel technologies to apply for these issues is the persistent memory (PMEM). PMEM is
attachable to CPU directly through ordinary memory bus while it provides much larger capacity
than DRAM although the latency is sightly lower. There are several usage of this new device such
as large capacity directly accessible memory, coupling with DRAM as a sort of cache to
compensate the speed of PMEM, or a local I/O storage device replacing SSD.

In the Center for Computational Sciences (CCS) at University of Tsukuba, we are planning to
introduce a new supercomputer named "Cygnus-BD" toward a new method of big data science and
AI supported by PMEM technology. We call this machine as Big Memory Supercomputer, where
BD of the system name stands for Big Data. We combine every technology supported by PMEM
both for large capacity local memory coupled with DRAM and also implementing high performance
distributed shared storage as an ad hoc file system. In this talk, I will introduce how PMEM can be
applied for such applications and systems as well as introduction of our Cygnus-BD system plan.

Lightning Talk: Prospects for Data Reduction in Climate Modeling
Robert Jacob (Argonne National Laboratory (ANL))

Two forces have driving climate modeling to its current strategies for saving output. As one of the
oldest scientific HPC applications, and a coupled application, climate models early on developed a
data reduction strategy centered on time averaging. At the same time, the extensive post-run
analysis required in climate modeling has made it hard to replace current output strategies with
combinations of in-situ analysis and advanced data reduction. To do so, one must consider new
types of analysis and new customers for climate model information.

Mitigating Catastrophic Forgetting in Deep Learning in a Streaming Setting Using Historical
Summary
Sajal Sajal (Oak Ridge National Laboratory (ORNL))



Training deep learning models incrementally on high-velocity data in a streaming setting can help
us discover knowledge in a timely fashion. However, due to catastrophic forgetting, incrementally
trained models increasingly perform poorly on the past data. We propose constructing and using a
historical summary through random sampling, micro-clustering, and coreset computation along
with new data during incremental training to mitigate catastrophic forgetting. We built a pipeline
for incremental training with a historical summary for training deep learning models for streaming
data. Through training an Artificial Neural Network for classification tasks on the MNIST dataset,
our method recovered up to 47.9% lost accuracy due to catastrophic forgetting. The pipeline
improved the training performance (PPL) by up to 26% while training a language model (RNN-LM)
on the streaming WikiText2 dataset. This method also recovered classification accuracy by up to
25% while training a ResNet50 model on the streaming ImageNet dataset.

PyParSVD: A Streaming, Distributed and Randomized Singular-Value-Decomposition Library
Romit Maulik (Argonne National Laboratory (ANL), Illinois Institute of Technology)

We introduce PyParSVD, a Python library that implements a streaming, distributed and randomized
algorithm for the singular value decomposition. To demonstrate its effectiveness, we extract
coherent structures from scientific data. Furthermore, we show weak scaling assessments on up to
256 nodes of the Theta machine at Argonne Leadership Computing Facility, demonstrating
potential for large-scale data analyses of practical data sets.

https://github.com/Romit-Maulik/PyParSVD

DRBSD-7 Lunch Break (12:30-2)

Lightning Talk: In Situ Anomaly Detection and Reduced Order Surrogate Models for DNS of
Turbulent Combustion
Jackie Chen (Sandia National Laboratories)

Exascale computing will provide a unique opportunity to approach device-scale first principles
direct numerical simulation (DNS) and enable access to physics regimes previously unattainable.
With the advantages of access to “bigger, more complex” problems come challenges of data
management and requirements for new tools for data discovery. There is an inherent need to carry
out data discovery and efficiently manage computational requirements in situ while simulations are
performed on DOE leadership class machines. Moreover, with increasing computational resources,



scientists will want to increase the scale and complexity of problems they are interested to
investigate. Machine learning (ML) has emerged as an integral part of advancing state-of-the-art
DNS and extending this valuable simulation approach to the exascale and beyond. On the one
hand, strategies are being designed to enable the implementation of predictive in situ reduced
order models (ROMs) that are computationally more efficient than conventional DNS through in situ
model reduction and data compression. On the other hand, strategies are designed to detect
anomalous physics behavior used to computationally steer downstream analysis. These strategies
will be described in the context of combustion simulations at extreme scale.

Unbalanced Parallel I/O: An Often-Neglected Side Effect of Lossy Scientific Data Compression
Xinying Wang (University of Nevada, Reno)

Lossy compression techniques have demonstrated promising results in significantly reducing the
scientific data size while guaranteeing the compression error bounds. However, one important yet
often neglected side effect of lossy scientific data compression is its impact on the performance of
parallel I/O. Our key observation is that the compressed data size is often highly skewed across
processes in lossy scientific compression. To understand this behavior, we apply three lossy
compressors, which are specifically designed and optimized for scientific data, to three real-world
scientific applications. Our analysis demonstrates that the sizes of compressed data are always
skewed even if the original data is evenly decomposed among processes. We then systematically
study how this side effect of lossy scientific data compression and observe that the skewness in the
sizes of the compressed data often leads to I/O imbalance, which can significantly reduce the
efficiency of I/O bandwidth utilization if not properly handled.

DRBSD-7 Afternoon Break (3-3:30)

Lightning Talk: Big Scientific Data Visual Analysis
Chris Johnson (University of Utah)

Time-varying computational field simulations are often prohibitively large and pose challenges for
accurate interactive analysis and exploration. In this talk, I will present visual analysis research for
large-scale time-varying simulations, including a new deep neural network-based particle tracing
method to explore time-varying vector fields represented by Lagrangian flow maps. In situ
processing is first utilized to extract Lagrangian flow maps and deep neural networks then use the
extracted data to learn flow field behavior. Using a trained model to predict new particle



trajectories offers a small, fixed memory footprint that significantly reduces the burden of I/O when
reading data for visualization.

TributaryPCA: Distributed, Streaming PCA for In Situ Dimension Reduction with Application to
Space Weather Simulations
Yu Wang (University of Michigan)

Computer simulations continue to grow in size and complexity and are moving towards exascale.
Simulations at this scale can generate outputs that exceed both storage capacity and the
bandwidth available for transferring to storage, making traditional offline statistical inference
challenging. Therefore, it is desirable to embed statistical analyses in the simulation framework
while the simulation is running -- a strategy called in situ inference -- to alleviate the burden of
storage. In this work, we focus on adapting Principal Component Analysis (PCA) -- a statistical
method for reducing dimensionality of big data -- to the in situ setting. We develop TributaryPCA: a
distributed version of Oja's algorithm for streaming PCA that uses the Message Passing Interface
(MPI) standard. Our approach significantly reduces data storage requirements of offline PCA and
avoids excessive communication across compute nodes. We illustrate the method using data
generated from the SHIELDS Framework for space weather simulation.

Understanding Effectiveness of Multi-Error-Bounded Lossy Compression for Preserving Ranges of
Interest in Scientific Analysis
Yuanjian Liu (University of Chicago), Sheng Di (Argonne National Laboratory (ANL))

Multiple lossy compression frameworks have been proposed to address the vast volumes of data
being produced by scientific simulations. Setting different precisions to different ranges of data
based on researchers' interests appears to be a promising approach to further improve the
compression ratios of many scientific datasets. However, previous researches have not clearly
demonstrated how to apply different precisions to different ranges of data and not many real-world
datasets are evaluated to show the effectiveness of this idea. In this work, we investigate a specific
compression method that can set multiple error bounds based on the SZ framework. We carefully
assess its effectiveness using real-world datasets which have concrete demands on multiple
precisions. The experimental results show that the multi-error-bounded lossy compression can
achieve a 15% improvement in compression ratio, with negligible overhead in compression time.

Exploring Lossy Compressibility through Statistical Correlations of Scientific Datasets
David Krasowska (Clemson University), Julie Bessac (Argonne National Laboratory (ANL)), Robert
Underwood (Clemson University), Jon Calhoun (Clemson University)

Lossy compression plays a growing role in scientific simulations where the cost of storing their
output data can span terabytes. Using error bounded lossy compression reduces the amount of



storage for each simulation; however, there is no known bound for the upper limit on lossy
compressibility. Correlation structures in the data, choice of compressor and error bound are factors
allowing larger compression ratios and improved quality metrics. Analyzing these three factors
provides one direction towards quantifying lossy compressibility. As a first step, we explore
statistical methods to characterize the correlation structures present in the data and their
relationships, through functional models, to compression ratios. We observed a relationship
between compression ratios and statistics summarizing correlation structure of the data, which are
a first step towards evaluating the theoretical limits of lossy compressibility used to eventually
predict compression performance and adapt compressors to correlation structures present in the
data.

9:00 am - 5:30 pm

MCHPC’21: Workshop on Memory Centric High Performance Computing

Session Description:

The growing disparity between CPU speed and memory speed, known as the memory wall
problem, has been one of the most critical and long-standing challenges in the computing industry.
The situation is further complicated by the recent expansion of the memory hierarchy, which is
becoming deeper and more diversified with the adoption of new memory technologies and
architectures including 3D-stacked memory, non-volatile random-access memory (NVRAM),
memristor, hybrid software and hardware caches, etc. Computer architecture and hardware system,
operating systems, storage and file systems, programming stack, performance model and tools are
being enhanced, augmented, or even redesigned to address the performance, programmability and
energy efficiency challenges of the increasingly complex and heterogeneous memory systems for
HPC and data-intensive applications.

The MCHPC workshop aims to bring together computer and computational science researchers,
from industry, government labs and academia, concerned with the challenges of efficiently using
existing and emerging memory systems.

Opening Remark: MCHPC'21: Workshop on Memory Centric High Performance Computing
Yonghong Yan (University of North Carolina, Charlotte), Ron Brightwell (Sandia National
Laboratories), Maya B. Gokhale (Lawrence Livermore National Laboratory), Xian-He Sun (Illinois
Institute of Technology)



MCHPC’21 – Morning Invited Talk: The Crucial Role of CXL in Future Memory Centric Computing
Systems
Tony Brewer (Micron Technology Inc), Maya B. Gokhale (Lawrence Livermore National Laboratory)

MCHPC’21 Morning Break (10-10:30)

MCHPC'21 Paper Presentation Session I: Advanced Techniques for Using Heterogeneous Memory
Ron Brightwell (Sandia National Laboratories)

FreeLunch: Compression-based GPU Memory Management for Convolutional Neural Networks
Shaurya Patel (University of Massachusetts, Amherst), Hui Guan (University of Massachusetts,
Amherst)

Recently, there is a trend to develop deeper and wider Convolutional Neural Networks (CNNs) to
improve task accuracy. Due to this reason, the GPU memory quickly becomes the performance
bottleneck since its capacity cannot keep up with the increase of the memory requirement of CNN
models. Existing solutions exploit techniques such as swapping and recomputation to
accommodate the shortage of memory. However, they suffer from performance degradations due
to either the limited CPU-GPU bandwidth or the significant recomputation cost. This paper
proposes a compression-based technique called FreeLunch that actively compresses the
intermediate data to reduce the memory footprint of large CNN models. Based on our evaluation,
FreeLunch has up to 35% less memory consumption and up to 70% better throughput than
swapping and recomputation.

Using Bandwidth Throttling to Quantify Application Sensitivity to Heterogeneous Memory
Clément Foyer (French Institute for Research in Computer Science and Automation (INRIA))

Memory management is getting increasingly harder but also primarily important. The plurality of



processing- and memory-systems require more care to be put into data placement. To test models,
designs and heuristics for data placement, the programmer must be able to access these expensive
systems, or find a way to emulate them.

We propose to use the Resource Control features of the Linux kernel and x86 processors to add
heterogeneity to homogeneous memory systems to evaluate the impact of different bandwidths on
performance. We define a new metric to evaluate the sensibility to bandwidth throttling as an
insight of the benefits of using high-bandwidth memory (HBM) for any given application, without
the need to access such devices. We evaluated benchmarks with variable sensitivity to bandwidth,
and validated our results on two platforms with heterogeneous memory. Although representing an
idealized memory, our method gives reliable insight of potential gains when using HBM.

MCHPC'21 Invited Talk: The Path to Memory-Centric Computing in ISO C++
Christian Trott (Sandia National Laboratories)

To make memory-centric compute devices impactful and sustainable for a wide range of customers
in HPC and beyond, we need to find ways of leveraging their capabilities in language standards.
One of the prime targets for such efforts is the ISO C++ standard, which has been the language of
choice for HPC vendors to implement programming models for accelerators, such as CUDA, HIP
and SYCL. This talk will discuss existing and upcoming capabilities in the C++ standard like
std::mdspan and std::linalg, which enable memory-centric application design. Based on concepts
popularized in the Kokkos ecosystem for performance portability, these new features allow the
design of algorithms that are memory location and memory layout aware, that leverage advanced
memory access capabilities, and that provide customization points to plug special hardware-
specific functionality into C++ code without relying on non-standard APIs, such as intrinsics and
vendor-specific libraries.

MCHPC’21 Lunch Break (12:00-2:00)

MCHPC’21 Afternoon Invited Talk: New Trends for sPIN-Based In-Network Computing - from
Sparse Reductions to RISC-V Acceleration
Torsten Hoefler (ETH Zürich)

Accelerated in-network computations promise significant optimizations ranging from data-



movement reductions to specialization opportunities in processing elements. We show updates
within the sPIN (streaming Processing in the Network) network accelerator programming model -
the "CUDA for networking". There, we demonstrate 2x lower required bandwidth for (sparse)
reductions and a highly-optimized packet processing design based on a low-power RISC-V multi-
core architecture.

MCHPC’21 Afternoon Break (3-3:30)

MCHPC'21 Paper Presentation Session II: Application and Memory Optimization Techniques
Kyle C. Hale (Illinois Institute of Technology)

Performance and Energy Improvement of the ECP Proxy App SW4lite under Various Workloads
Xingfu Wu (Argonne National Laboratory (ANL))

Energy efficient execution of scientific applications requires insight into how HPC systems affect the
performance and energy of the applications. In this paper, we conduct experiments to evaluate the
performance of SW4lite under various workloads with two different memory modes on Cray XC40
Theta at Argonne National Laboratory. We use MuMMI and ensemble learning to build the
performance-counter-based performance and power models, and we identify performance and
power bottlenecks based on the insights from these performance and power models. Then we
improve the performance and energy of SW4lite with a focus on memory-centric optimizations and
code modifications. The experimental results show that our performance counter-guided
application optimization strategies result in up to 26.97% performance improvement and up to
19.44% energy saving for SW4lite with various workloads on up to 16,384 cores.

Memory Optimizations for Sparse Linear Algebra on GPU Hardware
Mohammad Zubair (Old Dominion University), Eric Nielsen (NASA Langley Research Center)

An effort to maximize memory bandwidth utilization for a sparse linear algebra kernel executing on
NVIDIA Tesla V100 and A100 Graphics Processing Units (GPUs) is described. The kernel consists
of a block-sparse matrix-vector product and a series of forward/backward triangular solves. The
computation is memory-bound and exhibits low arithmetic intensity. An earlier implementation
yield good memory performance on the V100 architecture. However, a new approach, which



assigns a warp to six rows of the matrix, is proposed for the A100. In addition, two new features
offered by the A100 architecture are explored. L2 residency control enables a portion of the L2
cache to be used for persistent data access, and the asynchronous copy instruction allows data to
be loaded directly from the main memory into shared memory. The new implementation improves
memory bandwidth utilization from 71.5% to 81.2% of the peak available on the A100
architecture.

Closing Remarks
Ron Brightwell (Sandia National Laboratories)

9:00 am - 5:30 pm

FTXS: Workshop on Fault-Tolerance for HPC at Extreme Scale

Session Description:

Increases in the number, variety and complexity of components required to compose next-
generation extreme-scale systems mean that systems will experience significant increases in
aggregate fault rates, fault diversity and fault complexity. Additionally, the widespread availability
of new storage devices (NVMM, NVMe, SSD), increasing system heterogeneity, and the emergence
of novel computing paradigms (neuromorphic, quantum) introduce fault tolerance issues that the
research community has just begun to address.

Due to the continued need for research on fault tolerance in extreme-scale systems, the 11th
Workshop on Fault-Tolerance for HPC at Extreme Scale (FTXS 2021) will present an opportunity
for innovative research ideas to be shared, discussed and evaluated by researchers in fault-
tolerance, resilience and reliability from academic, government and industrial institutions. Building
on the success of the previous editions of the FTXS workshop, the organizers will assemble quality
publications and invited talks to facilitate a lively and thought-provoking group discussion.

FTXS 2021 : Opening Remarks
Scott Levy (Sandia National Laboratories)



Welcome to FTXS 2021!

FTXS 2021 : Featured Speaker - Dr. Catherine Schuman (Fault Tolerance and Resilience in
Neuromorphic Systems)
Catherine Schuman (Oak Ridge National Laboratory (ORNL))

Brain-inspired neuromorphic computing systems are promising for the future of computing beyond
the looming end of Moore's law. Though robustness and resilience are commonly quoted as
features of neuromorphic computing systems, the expected performance of neuromorphic systems
in the face of hardware failures is not clear. In this presentation, a brief introduction to neuromorphic
hardware, software and algorithms will be given. The effect of failures on the performance of four
different training algorithms for spiking neural networks on neuromorphic systems will be shown:
two back-propagation-based training approaches (Whetstone and SLAYER), a liquid state machine
or reservoir computing approach, and an evolutionary optimization-based approach (EONS). It will
be shown that these four different approaches have very different resilience characteristics with
respect to simulated hardware failures. Finally, an approach for training spiking neural networks for
resilience properties on neuromorphic systems will be given, and it will be shown how this
approach can improve the resiliency of neuromorphic systems to both minor and major hardware
failures.

FTXS 2021 : Featured Speaker Q&A
Catherine Schuman (Oak Ridge National Laboratory (ORNL))

Q&A following the featured speaker.

FTXS Morning Break (10-10:30)

Doubt and Redundancy Kill Soft Errors—Toward Detection and Correction of Silent Data Corruption
in Task-Based Numerical Software

Resilient algorithms in high-performance computing are subject to rigorous non-functional
constraints. Resiliency must not increase the runtime, memory footprint or I/O demands too
significantly. We propose a task-based soft error detection scheme that relies on error criteria per



task outcome. They formalise how “dubious” an outcome is, i.e., how likely it contains an error. Our
whole simulation is replicated once, forming two teams of MPI ranks that share their task results.
Thus, ideally each team handles only around half of the workload. If a task yields large error criteria
values, i.e. is dubious, we compute the task redundantly and compare the outcomes. Whenever
they disagree, the task result with a lower error likeliness is accepted. We obtain a self-healing,
resilient algorithm which can compensate silent floating-point errors without a significant
performance, I/O or memory footprint penalty. Case studies however suggest that a careful,
domain-specific tailoring of the error criteria remains essential.

FTXS 2021 : Samfass et al. Q&A
Philipp Samfass (Technical University Munich)

Q&A following "Doubt and Redundancy Kill Soft Errors—Towards Detection and Correction of
Silent Data Corruption in Task-based Numerical Software", Samfass, Weinzierl, Reinarz, Bader.

Assessing the Use Cases of Persistent Memory in High-Performance Scientific Computing
Gal Oren (Nuclear Research Center Negev, Israel; Technion - Israel Institute of Technology,
Department of Computer Science), Yehonatan Fridman (Ben-Gurion University of the Negev, Israel;
Israel Atomic Energy Commission)

As the High Performance Computing world moves towards the Exa-Scale era, huge amounts of
data should be analyzed, manipulated and stored. In the traditional storage/memory hierarchy,
whenever the DRAM's capacity becomes insufficient for storing data in a node, the computation
should either be distributed between several compute nodes, or some portion of these data objects
must be stored in a non-volatile block device such as a hard disk drive or an SSD storage device.
Optane DataCenter Persistent Memory Module (DCPMM), a new technology introduced by Intel,
provides non-volatile memory that can be plugged into standard memory bus slots and therefore
be accessed much faster than standard storage devices.

In this work, we present and analyze the results of a comprehensive performance assessment of
several ways in which DCPMM can 1) replace standard storage devices, and 2) replace or augment
DRAM for improving the performance of HPC scientific computations. To achieve this goal, we have
configured an HPC system such that DCPMM can service I/O operations of scientific applications,
replace standard storage devices and file systems (specifically for diagnostics and checkpoint-
restarting), and serve for expanding applications' main memory. Our results show that DCPMM
allows scientific applications to fully utilize nodes’ locality by providing them with sufficiently-large
main memory. Moreover, it can also be used for providing a high-performance replacement for
persistent storage. Thus, the usage of DCPMM has the potential of replacing standard HDD and
SSD storage devices in HPC architectures and enabling a more efficient platform for modern



supercomputing applications.

FTXS 2021 : Oren et al. Q&A
Yehonatan Fridman (Ben-Gurion University of the Negev, Israel)

Q&A following " Assessing the Use Cases of Persistent Memory in High-Performance Scientific
Computing" Oren, Fridman.

Statistical Framework for Two-Party Acceptance Testing of HPC Systems for Reliability
Nathan DeBardeleben (Los Alamos National Laboratory)

HPC clusters and supercomputers are capital investments and undergo great scrutiny to be sure
that the system meets agreed upon metrics of performance, reliability, and usability. As such,
careful evaluation of a system occurs once delivered to evaluate the agreed upon specifications
have been met. This evaluation is referred to as an "acceptance test." Both the HPC vendor and the
data center buying the system have a vested interest in passing this test, though their goals
sometimes are at odds. While the buyer wants the system agreed upon, the vendor wants the test
to pass in a timely manner so that they can be paid. This creates a delicate balance where both
parties agree upon testing parameters to satisfy their goals and optimize their objectives.

This paper focuses on the reliability testing aspect of an acceptance test and outlines how test
parameters are set up for length of test and number of acceptable failures. Several statistical
approaches are presented that illuminate the relationships among salient model parameters and
both vendor and buyer constraints. Additionally, techniques for accepting a less reliable machine
and those ramifications are presented as well. Finally, simulations are performed that analyze six
different HPC workloads and how impactful accepting a less reliable machine will be on the buyer.
The techniques presented in this paper can be used by data center operators and procurement
teams to evaluate systems during acceptance testing as well as HPC vendors to minimize their risk
of failure.

FTXS 2021 : Debardeleben et al. Q&A
Nathan Debardeleben (Los Alamos National Laboratory)

Q&A following "Statistical Framework for Two-Party Acceptance Testing of HPC Systems for
Reliability", DeBardeleben, Burr, Penton, Walker, Loncaric, Jones.

Accelerating Checkpoint/Restart with Lossy Methods
Kevser Ildes (Marmara University, Turkey), Athanasios Kastoras (University of Thessaly, Greece)



Approximate computing targets applications with the ability to tolerate losses of accuracy in the
computational results. The essence of approximate computing is to use a data representation, that
allows to reduce the data size or speed up computations at the cost of data accuracy.

Data reduction is a desirable goal when leveraging checkpoint-and-restart to ensure resiliency of
an HPC application. As the performance of the IO subsystem of supercomputers increases slowly
compared to the computing resources like CPU and dynamic memory, IO poses a bottleneck.
Reducing the data before writing a checkpoint can help to provide viable checkpointing solutions
for extreme scale applications that need frequent checkpointing.

In this work, we implement and evaluate two approximate checkpoint mechanisms: Precision
Bound Differential Checkpointing and Checkpointing with Lossy Compression. Both methods
reduce the amount of data and restore an approximate representation of the application state upon
recovery.

FTXS 2021 : Ildes et al. Q&A
Kevser Ildes (Marmara University, Turkey), Athanasios Kastoras (University of Thessaly, Greece)

Q&A following "Accelerating checkpoint/restart with lossy methods", Ildes, Kastoras, Keller,
Bautista Gomez.

Characterizing Per-Node Memory Failures Using Benford’s Law
Kurt Ferreira (Sandia National Laboratories, University of New Mexico)

Fault tolerance is a key challenge as high performance computing systems continue to increase
component counts, individual component reliability decreases, and hardware and software
complexity increases. To better understand the potential impacts of failures on next-generation
systems, significant effort has been devoted to collecting, characterizing and analyzing failures on
current systems. These studies require large volumes of data and complex analysis in an attempt to
identify statistical properties of the failure data. In this paper, we examine the lifetime of failures on
the Cielo supercomputer that was located at Los Alamos National Laboratory, looking specifically
at the per-node time between faults. Through this analysis, we show that the time between
correctable faults on nodes obeys Benford’s law, This law applies to a number of naturally
occurring collections of numbers and states that the leading digit is more likely to be small, for
example a leading digit of 1 is more likely than 9. This is in contrast to previous work that examined
the interarrival time for correctable faults on the entire machine, which do not obey Benford’s law.
This initial work provides critical analysis on the distribution of times between failures for extreme-
scale systems. More specifically, the distributed analysis technique outlined in this work has the



potential for significantly lower overheads than the centralized approach described in previous
work. Also, this work enables a simple form of distributed failure prediction that can be utilized to
lower failure mitigation overheads.

FTXS 2021 : Ferreira et al. Q&A
Kurt Ferreira (Sandia National Laboratories)

Q&A following "Characterizing Per-node Memory Failures Using Benford’s Law", Ferreira, Levy.

FTXS Lunch Break (12:30-2:00)

FTXS 2021: Invited Speaker - Devesh Tiwari (Making Erroneous Executions on Quantum
Computers Meaningful)
Devesh Tiwari (Northeastern University)

Quantum computing has moved from theoretical promise to practical realization -- at a very rapid
pace in the last decade. But, prohibitively high error rates on existing Near-term Intermediate-Scale
Quantum (NISQ) computers limit their usability even for quantum-advantage-proven algorithms
(that is, algorithms that are infeasible or orders of magnitude slower on classical computers). As a
result, the executions of these algorithms on existing quantum computers are highly erroneous and
produce program output that can be far from the correct output. In this talk, first, I will provide an
overview of the reliability challenges in quantum computing systems. Then, I'll discuss novel
approaches toward estimating the correct program output on erroneous quantum devices.

FTXS Afternoon Break (3:00-3:30pm)

Incorporating Fault-Tolerance Awareness into System-Level Modeling and Simulation
Trokon Johnson (University of Florida)

As the design space for supercomputers grows, modeling and simulation (MODSIM) becomes more



important to facilitate system-level design space exploration (DSE). Furthermore, extreme-scale
systems and newer technologies can lead to higher fault rates, which negatively affects system
performance. Therefore, it is important for system performance predictions to include the effects of
faults and fault-tolerance (FT) techniques, to facilitate system design.

BE-SST is an existing MODSIM methodology and workflow based on using abstraction to simplify
and accelerate MODSIM for DSE. This paper documents the incorporation of fault-tolerance
awareness into BE-SST, which adds the ability to model the checkpointing costs of a full system
using the previously validated MODSIM approach of BE-SST . We present the process used to
extend BE-SST, enabling the creation and validation of fault-tolerance aware (FT aware)
performance models, which can be used in BE-SST to predict the effects of system and application
parameters on FT overhead.

Additionally, this paper presents a case study where full system performance, comprised of
application, hardware, and FT technique, is simulated using BE-SST. We validate both FT aware
and non FT aware performance models against actual system performance, finding an average
percent error of less than 17\% for individual functions and 20\% for full application runs,
demonstrating an acceleration of the exploration and reduction of a large design space with an
acceptable level of accuracy. Finally, we analyze how the FT aware and non-FT aware models
differ, and suggest DSE use cases based on their differences.

FTXS 2021 : Johnson et al. Q&A
Trokon Johnson (University of Florida)

Q&A following "Incorporating Fault-Tolerance Awareness into System-Level Modeling and
Simulation", Johnson, Lam.

Relaxed Replication for Energy Efficient and Resilient GPU Computing
Zheng Miao (Clemson University)

Power and reliability are two intertwined challenges in GPU-accelerated large-scale computing.
Aggressive power reduction pushes hardware to its operating limit and increases the failure rate.
Resilience allows programs to progress when subjected to faults and is an integral component of
large-scale systems, but incurs significant time and energy overhead. Managing power and
resilience is challenging, due to the heterogeneous compute capability, power consumption, and
varying failure rates between CPUs and GPUs. Previous works have shown that redundancy-based
approaches are more energy efficient than checkpointing/restart at extreme-scales, but current
solutions only support parallel programs running on CPU-based homogeneous systems. Simply
extending redundancy approaches from CPU-based systems results in sub-optimal performance



and/or energy efficiency because existing redundancy solutions typically rely on identical replicas
with expensive synchronization. In this work, we explore redundancy techniques and energy
efficient techniques for GPU-accelerated systems running MPI parallel workloads. Specifically, we
design a novel redundancy technique that relaxes the requirement of synchronization and
identicalness for replica processes and allows them to run in lower-precision and at lower
power/performance states with periodical rejuvenation or asynchronization, enabling resources and
power reduction.

This relaxed replication mechanism complicates fault detection and recovery over the
homogeneous exact replication. We discuss techniques to handle and mitigate these complexities
for both process/node failures and silent data corruption. Evaluation results on a 16-GPU cluster
show our techniques reduce energy by up to 15% for unmodified programs and 32% for programs
that are able to adapt the precision of the replicas.

FTXS 2021 : Miao Q&A
Zheng Miao (Clemson University)

Q&A following "Relaxed Replication for Energy Efficient and Resilient GPU Computing", Miao.

FTXS 2021 : Closing Remarks
Scott Levy (Sandia National Laboratories)

9:00 am - 5:30 pm

P3HPC: 2021 International Workshop on Performance, Portability, and
Productivity in HPC

Session Description:

The aim of this workshop is to bring together developers and researchers with an interest in
practical solutions, technologies, tools and methodologies that enable the development of
performance-portable applications across a diverse set of current and future high-performance
computers.



We draw from a broad research audience that includes standard languages and runtimes,
algorithmic techniques, tools, libraries and non-standard techniques such as domain-specific
languages. We also expect to see submissions from application teams documenting their
experiences, good and bad, and those developing metrics and measurement techniques for
performance portability and productivity.

This workshop has a proven track record of playing a shepherding role for the broader community
in identifying and adapting to technology trends while fostering increased transparency and rigor
for performance, portability and productivity. The importance of this role will only increase with the
growing diversity and scope of hardware and software platforms, including more-complex
workflows and data center scale.

C++ Standard Parallelism
Bryce Lelbach (NVIDIA Corporation)

Imagine writing parallel code that can run on any platform - CPUs, GPUs, DPUs, specialized
accelerators, etc - without any language or vendor extensions, external libraries, or special
compilation tools. It's no longer just a dream - you can do it today in Standard C++!

Parallelism is increasingly common in software, from supercomputer simulations to mobile
applications. But writing parallel code is increasingly challenging, due to an explosion of diversity in
hardware, a trend that's likely to continue into the future. To meet this challenge, the C++
Committee has developed C++ Standard Parallelism, a parallel programming model for Standard
C++ that is portable to all platforms, from your smartwatch to your supercomputer, and delivers
reasonable performance and efficiency for most use cases.

Our vision of C++ Standard Parallelism consists of three key components:

* Common parallel algorithms that dispatch to vendor-optimized parallel libraries * Tools to write
your own parallel algorithms that run anywhere. * Mechanisms for composing parallel invocations
of algorithms into task graphs.

In this talk, we'll dive into the roadmap for C++ Standard Parallelism - we'll discuss what we
already have that you can use today, what's coming down the line, and where the future may lead
us.

P3HPC Morning Break (10-10:30)



Revisiting a Metric for Performance Portability
John Pennycook (Intel Corporation), Jason Sewall (Intel Corporation)

Our previously proposed metric for performance portability has been successful in spurring the
development of tools and encouraging fair and meaningful evaluations of applications and
programming frameworks. However, several practitioners have critiqued its formulation and
questioned its interpretation.

In this presentation, we revisit and clarify our criteria for a useful performance portability metric, and
present a derivation of our metric from first principles to inform its interpretation in a variety of
scenarios. We explore the implications of this derivation for practitioners, providing clear guidance
for when it is appropriate to use our metric and when alternative metrics are more suitable.

Mamba: Portable Array-Based Abstractions for Heterogeneous High-Performance Systems
Tim Dykes (Hewlett Packard Enterprise)

High performance computing architectures have become increasingly heterogeneous in recent
times. This growing architectural variety presents a multi-faceted portability problem affecting
applications, libraries, programming models, languages, compilers, run-times, and system software.
Approaches for performance portability typically focus heavily on efficient usage of parallel
compute architectures and less on data locality abstractions and complex memory systems, with
minimal support afforded to effective memory management in traditional HPC languages such as C
and Fortran. We present Mamba, a library to facilitate usage of heterogeneous memory systems by
high performance application/library developers through high level array-based abstractions for
memory management supported by a low-level generic memory API. We detail the library design
and implementation, demonstrating generic memory allocation, data layout specification, array
tiling and heterogeneous transport. We evaluate performance in the context of a typical matrix
transposition, DNA sequencing benchmark, and an application use case for high-order spectral
element based incompressible flow.

oneAPI Open-Source Math Library Interface
Mariia Krainiuk (Intel Corporation), Mehdi Goli (Codeplay Software Ltd), Vincent Pascuzzi (Lawrence
Berkeley National Laboratory (LBNL))

To HPC and AI analytics engineers, math primitives like basic linear algebra subprograms or
random number generators are key functionalities that have highly optimized implementations for



different CPUs, GPUs, and other accelerators. However, developers must deal with different
programming models and interfaces provided by various hardware vendors due to a lack of
industry-standard interfaces for math primitives.

We introduce the SYCL-based open-source interfaces for math primitives, oneMKL open-source
interface project as a viable approach for bridging the cross-platform performance portability gap
for math primitives across various HPC architectures. Exploiting the SYCL interoperability feature,
this project enables the integration of optimized vendor-dependent libraries to maximize code
reusability without compromising the performance. The cross-platform performance portability of
the project was carried out on two major HPC hardware, including Intel CPU and NVIDIA GPU and
an integrated Intel GPU. Our results state competitive performance with native optimized vendor-
dependent libraries.

Analyzing Reduction Abstractions Capabilities
Tom Deakin (University of Bristol)

Reductions are a common pattern in parallel programming, and every parallel programming
language or framework has its own reduction abstraction with its own idiosyncrasies. These
abstractions differ not only in their syntax, but also in their semantics and their ability to express
certain types of reduction. Such differences may prevent specific combinations of abstraction and
hardware platform from reaching high levels of performance, with consequences for portability and
programmer productivity.

In this paper, we present a set of representative reduction benchmarks to explore the capabilities of
five contemporary programming languages and frameworks - OpenMP, Kokkos, RAJA, SYCL, and
the oneAPI DPC++ Library (oneDPL) - across a variety of hardware platforms, including CPUs and
GPUs from multiple vendors. We discuss the advantages and disadvantages of each reduction
abstraction, and conclude with recommendations to improve their design and implementation.

P3HPC Lunch Break (12:30-2)

Evaluation of Performance Portability of Applications and Mini-Apps across AMD, Intel, and NVIDIA
GPUs
JaeHyuk Kwack (Argonne National Laboratory (ANL))

This paper evaluates the progress being made on achieving performance portability by ECP



applications, or their proxy-applications, across a diverse spectrum of applications domains and
approaches to achieving performance portability. The applications or proxy-apps evaluated are
AMR-Wind, HACC, SW4, GAMESS RI-MP2, XSBench, and TestSNAP. These codes are being
redeveloped using the SYCL, OpenMP, RAJA, or Kokkos programming models, or the AMReX
frame-work. In this paper we assess their performance portability across the AMD MI100, Intel
Gen9, and NVIDIA A100 GPUs. Since each GPU has different performance characteristics we have
utilized the roofline performance model to compute the performance efficiency and evaluate
performance portability across the platforms. The merits of different metrics for quantifying
performance portability are considered and a metric based on the standard deviation of roofline
efficiencies is proposed as a preferred metric. Finally, observations on developer productivity are
made based on the experience gained working with these applications.

Case Study of Using Kokkos and SYCL as Performance-Portable Frameworks for MILC-DSLASH
Benchmark on NVIDIA, AMD, and Intel GPUs
Amanda Dufek (Lawrence Berkeley National Laboratory (LBNL)), Rahulkumar Gayatri (Lawrence
Berkeley National Laboratory (LBNL)), Neil Mehta (Lawrence Berkeley National Laboratory (LBNL))

In this paper, we introduce a GPU-friendly parallel implementation of Milc-Dslash that exposes
multiple hierarchies of parallelism in the algorithm. Milc-Dslash was designed to serve as a
benchmark with highly optimized matrix-vector multiplications to measure the resource utilization
on the GPU systems. The parallel hierarchies in the Milc-Dslash algorithm are mapped onto a
target hardware using Kokkos and SYCL programming models. We present the performance
achieved by Kokkos and SYCL implementations of Milc-Dslash on NVIDIA A100 GPU, AMD MI100
GPU, and Intel Gen9 GPU. Additionally, we compare the Kokkos and SYCL performances with those
obtained from the versions written in CUDA and HIP programming models on NVIDIA A100 GPU
and AMD MI100 GPU, respectively.

P3HPC Afternoon Break (3-3:30)

Evaluating Performance and Portability of a Core Bioinformatics Kernel on Multiple Vendor GPUs
Muhammad Haseeb (Florida International University), Muaaz Gul Awan (Lawrence Berkeley
National Laboratory (LBNL))

Traditional scientific simulations have dominated the workloads of high-performance computing
infrastructures across the world. With recent advancement in data generation capabilities of
systems-biology equipment, a rise in bioinformatics workloads has been observed. Bioinformatics



applications deploy algorithmic motifs that are unique to this domain and place unique
requirements on modern programming environments as well as GPU accelerators. In this paper, we
evaluate the performance and portability of a core bioinformatics kernel that performs DNA and
protein sequence alignments in several bioinformatics software pipelines. Our study evaluates the
ability of multiple vendor GPUs and their best suited programming models to support these
algorithms. We use a highly optimized adaptation of sequence alignment kernel and find the most
performant and productive way of porting it across multiple vendor GPUs. Methods used in this
paper and the insights drawn from those may prove useful for design and optimization of
programming models and hardware accelerators.

Optimization Strategy for a Performance Portable Vlasov Code
Yuuichi Asahi (Japan Atomic Energy Agency)

This paper presents optimization strategies applied on a kinetic plasma simulation code that makes
use of OpenACC/OpenMP directives and Kokkos performance portable framework to run across
multiple CPUs and GPUs. We evaluate the impacts of optimizations on multiple hardware
platforms: Intel Xeon Skylake, Fujitsu Arm A64FX, and Nvidia Tesla P100 and V100. After the
optimizations, the OpenACC/OpenMP version achieved speedups of 1.07 to 1.39. The Kokkos
version in turn achieved speedups of 1.00 to 1.33. Since the impact of optimizations under multiple
combinations of kernels, devices and parallel implementations is demonstrated, this paper provides
a widely available approach to accelerate codes keeping the performance portability. To achieve a
good performance on both CPUs and GPUs, Kokkos could be a reasonable choice which offers
more flexibility to manage multiple data and loop structures with a single codebase.

Moderator: CJ Newburn (NVIDIA Corporation)
Panelist: Rich Hornung (Lawrence Livermore National Laboratory), Bryce Lelbach (NVIDIA
Corporation), Christian Trott (Sandia National Laboratories), Tom Deakin (University of Bristol)

9:00 am - 5:30 pm

ExaMPI: Workshop on Exascale MPI

Session Description:

The aim of this workshop is to bring together researchers and developers to present and discuss



innovative algorithms and concepts in the message passing programming model and to create a
forum for open and potentially controversial discussions on the future of MPI in the exascale era.

ExaMPI Invited Talk: Designing High-Performance and Scalable Middleware for HPC and AI:
Challenges and Opportunities
Dhabaleswar Panda (Ohio State University)

This talk will focus on challenges and opportunities in designing middleware for HPC, AI
(Deep/Machine Learning), and Data Science for On-premise HPC and Cloud systems with advances
in networking and accelerator technologies. For the HPC domain, we will discuss about the
challenges in designing runtime environments for MPI+X programming models by taking into
account support for multi-core systems (Xeon, ARM and OpenPower), high-performance networks
(InfiniBand and RoCE), GPUs (including GPUDirect RDMA), and emerging BlueField-2 DPUs.
Features, sample performance numbers and best practices of using MVAPICH2 libraries
(http://mvapich.cse.ohio-state.edu)will be presented. For the Deep/Machine Learning domain, we
will focus on MPI-driven solutions (http://hidl.cse.ohio-state.edu) to extract performance and
scalability for popular Deep Learning frameworks (TensorFlow and PyTorch) and large out-of-core
models. Accelerating Deep Learning applications with Bluefield-2 DPUs will also be presented.
MPI-driven solutions to accelerate data science applications like Dask (http://hibd.cse.ohio-
state.edu) will be highlighted. Finally, we will outline the challenges and experiences in deploying
this middleware to the HPC cloud environments for Azure, AWS, and Oracle.

ExaMPI Morning Break (10-10:30)

Leveraging Interconnect QoS Capabilities for Congestion-Aware MPI Communication
Mikhail Khalilov (Huawei Technologies Ltd; National Research University Higher School of
Economics, Moscow, Russia)

Resource sharing between job allocations on production supercomputers often leads to traffic
interference between MPI applications. Network congestion, a side effect of such resource sharing,
results in substantial MPI latency degradation, making application performance unpredictable. We
consider the traffic isolation capabilities of modern RDMA interconnects and propose a generic
Priority Assignment algorithm that associates a priority with each network Send operation using
information about the network latency in the past. Our implementation of Priority Assignment
algorithm in UCX framework shows up to the 22x GPCNeT benchmark improvement on 64 node



cluster with InfiniBand EDR and OpenMPI in comparison to the reference UCX implementation.
Packet-level simulation shows that proposed Priority Assignment algorithm helps to mitigate the
effects of network congestion scaling up to the 512 nodes.

Partitioned Collective Communication
Anthony Skjellum (University of Tennessee, Chattanooga; SimCenter)

Partitioned point-to-point communication and persistent collective communication were recently
standardized in MPI-4.0. They both offer performance and scalability advantages over MPI-3.1-
based communication when planned transfers are possible in an MPI application. Partitioned
collectives will be particularly useful for multithreaded, accelerator-offloaded, and/or hardware-
collective-enhanced MPI implementations driving suitable applications, as well as for pipelined
collective communication (e.g., partitioned allreduce) with single consumers and producers per MPI
process. These operations also provide load imbalance mitigation. Halo-exchange codes arising
from regular and irregular grid/mesh applications are a key candidate class of applications for this
functionality. For such codes, efficient support for double-buffering is a key driver for partitioned
collective operations. The option of providing local and incomplete modes for initialization
procedures is mentioned (which could also apply to persistent collective operations); these
semantics interact with the Pbuf_prepare concept and the progress rule.

Overlapping Communication and Computation with ExaMPI's Strong Progress and Modern C++
Design
Derek Schafer (University of Tennessee, Chattanooga)

ExaMPI is a modern, C++17+ MPI implementation designed for modularity, extensibility, and
understandability. In this work, we overview functionality new to ExaMPI since its initial release,
including Libfabric-based network transport support. We also explain our rationale for why and
how we choose to add new MPI features (and defer others). We also measured the latency of the
aforementioned transports in ExaMPI and found that ExaMPI, while having slightly higher latency
than other production MPIs, is competitive. Lastly, we tested the ability for ExaMPI's strong
progress engine to enable overlap communication and computation, finding that considerable
overlap is achieved without needing additional MPI helper calls such as MPI_Test.

Moderator: Matthew Dosanjh (Sandia National Laboratories)
Panelist: Ryan Grant (Queen's University, Canada)

ExaMPI Lunch Break (12:30-2)



Toward Modern C++ Language Support for MPI
Sayan Ghosh (Pacific Northwest National Laboratory (PNNL)), Martin Ruefenacht (Leibniz
Supercomputing Centre), Anthony Skjellum (University of Tennessee, Chattanooga), Puri Bangalore
(University of Alabama), Andrew Lumsdaine (University of Washington)

The C++ programming language has made significant inroads in improving performance and
productivity across a broad spectrum of applications and hardware. The C++ language bindings to
MPI had been deleted since MPI 3.0 (circa 2009) due to the rationale that it added minimal
functionality over the existing C bindings. In this paper, we discuss ongoing efforts of the recently
formed MPI working group on language bindings in the context of providing modern C++ (C++11
and beyond) support to MPI. From existing efforts, it is apparent that it is challenging to devise a
compact set of C++ bindings over MPI with the “right” level of abstractions to support a variety of
application uses cases under the expected performance/memory constraints. To engage with the
broader MPI and C++ communities, we discuss a prototypical interface derived from mpl, which is
C++17 message passing library based on MPI.

A FACT-Based Approach: Making ML Collective Autotuning Feasible on Exascale Systems
Michael Wilkins (Northwestern University)

Machine learning (ML) autotuners use supervised learning to select MPI collective algorithms,
significantly improving collective performance. However, a user may find it difficult to understand
the benefit of autotuners because we lack a methodology to quantify their performance.
Additionally, to obtain the advertised performance, ML model training requires benchmark data
from a vast majority of the feature space. Collecting such data regularly on large scale systems
consumes far too much time and resources. To address these challenges, we contribute (1) a
performance evaluation framework to compare and improve collective autotuner designs and (2)
the Feature scaling, Active learning, Converge, Tune hyperparameters (FACT) approach, a three-
part methodology to minimize the training data collection time (and thus maximize practicality at
larger scale) without sacrificing accuracy. On a production scale system, our methodology produces
a model of equal accuracy using 6.88x less training data collection time.

ExaMPI Afternoon Break (3-3:30)



Accelerating Multi-Process Communication for Parallel 3-D FFT
Alan Ayala (University of Tennessee, Innovative Computing Laboratory)

Today's largest and most powerful supercomputers in the world are built on heterogeneous
platforms; and using the combined power of multi-core CPUs and GPUs, has had a great impact
accelerating large-scale applications. However, on these architectures, parallel algorithms, such as
the Fast Fourier Transform (FFT), encounter that inter-processor communication become a
bottleneck and limits their scalability. In this paper, we present techniques for speeding up multi-
process communication cost during the computation of FFTs, considering hybrid network
connections as those expected on upcoming exascale machines. Among our techniques, we
present algorithmic tuning, making use of phase diagrams; parametric tuning, using different FFT
settings; and MPI distribution tuning based on FFT size and computational resources available. We
present several experiments obtained on Summit supercomputer at Oak Ridge National Laboratory,
using up to 40,960 IBM Power9 cores and 6,144 NVIDIA V-100 GPUs.

A Benchmark to Understand Communication Performance in Hybrid MPI and GPU Applications
Keira Haskins (University of New Mexico, Sandia National Laboratories)

Analyzing MPI communication costs on extreme-scale HPC systems is critical to ensuring optimal
performance. Factors including scalability and widespread use of GPUs complicate this analysis. To
address this challenge, we need benchmarks and tools that use GPU and host memory in a manner
similar to production applications. These tools need to provide sufficient options to, for example,
fine-tune and analyze the costs of low-level data exchange between host and device memory. In
this extended abstract, we describe: the prototype implementation of a GPU-focused
communication benchmark written in Kokkos/C++ based on FIESTA; and an MPI profiling library
integrated with NVIDIA’s nvprof profiling tool. Using this combination, we demonstrate how GPU
data movement overheads can vary and examine how these tools help us understand performance
behavior. These tools are important contributions that we believe will guide data movement
decisions on extreme-scale HPC systems.

Moderator: Anthony Skjellum (University of Tennessee, Chattanooga)
Panelist:

9:00 am - 5:30 pm

WACCPD 2021: Eighth Workshop on Accelerator Programming Using Directives



Session Description:

The ever-increasing heterogeneity in supercomputing applications has given rise to complex
compute node architectures offering multiple, heterogeneous levels of massive parallelism.
Exploiting the maximum available parallelism of such systems necessitates programming
approaches such as OpenMP offloading, OpenACC, standard C++/Fortran parallelism, SYCL,
DPC++, Kokkos and RAJA among several others that can provide scalable as well as portable
solutions. A programmer’s expectation from the software community is to deliver usable solutions
that can minimize application code complexity and duplication.

Toward this end, the workshop will highlight the improvements over state-of-the-art through the
accepted papers. The event will also include invited talks and a panel to draw the community’s
attention to key areas that will facilitate the transition to accelerator-based high-performance
computing (HPC). The workshop aims to showcase all aspects of innovative high-level language
features, lessons learned while using directives/abstractions to migrate scientific legacy code, and
experiences using novel accelerator architectures, among others.

WACCPD Opening Remarks
Sridutt Bhalachandra (Lawrence Berkeley National Laboratory (LBNL)), Christopher Daley
(Lawrence Berkeley National Laboratory (LBNL)), Veronica Melesse Vergara (Oak Ridge National
Laboratory (ORNL))

WACCPD Invited Talk: New Frontiers for Directives
Barbara Chapman (Hewlett Packard Enterprise)

WACCPD Morning Break (10-10:30)



GPU porting of scalable implicit solver with Green's function-based neural networks by OpenACC
Kohei Fujita (University of Tokyo, RIKEN), Yuma Kikuchi (University of Tokyo)

With the development of diverse computer architectures and diverse HPC applications, it is
desirable to make performance portable applications that run on multiple architectures with
relatively low development cost. Directive based programming models such as OpenACC have
been developed for such purpose, and have been used successfully to port many equation-based
HPC applications. As an example of porting of a class of HPC applications comprising both data-
analytics methods and equation-based methods, we port an implicit solver with a neural network
(NN)-type preconditioner for solving large-scale partial differential equation (PDE)-based problems.
The scalable preconditioner is based on the Green's functions reflecting properties of the target
PDE, which improves the accuracy and efficiency of using NNs for solving PDE-based problems. By
kernel algorithm design suitable for the computer architecture and use of OpenACC, we enabled
high performance on recent GPUs with relatively low development cost. Here, 64.4% of FP64 peak
was obtained on ABCI's compute nodes equipped with NVIDIA A100 GPUs, leading to 2.54-fold
speedup from a highly-tuned GPU implementation of a widely used PDE solver algorithm and
38.9-fold speedup from OpenMP-based CPU implementation running on the same system.
Furthermore, 83.4% weak scalability was obtained from 8 to 256 A100 GPUs on the ABCI system,
enabling solving large scale problems of up to 25.7 billion degrees-of-freedom with high
performance.

Challenges Porting a C++ Template-Metaprogramming Abstraction Layer to Directive-based
Offloading
Jeffrey Kelling (Helmholtz-Zentrum Dresden-Rossendorf (HZDR))

HPC systems employ a growing variety of compute accelerators with different architectures and
from different vendors. Large scientific applications which are required to run efficiently across
these systems but need to retain a single code-base in order to not stifle development. Directive-
based offloading programming models set out to provide the required portability, but, to existing
codes, they themselves represent yet another API to port to. Here, we present our approach to
porting the GPU-accelerated particle-in-cell code PIConGPU to OpenACC and OpenMP target by
adding two new backends to its existing C++-template metaprogramming-based offloading
abstraction layer alpaka and avoiding other modifications to the application code. We introduce our
approach in the face of conflicts between requirements and available features in the standards as
well as practical hurdles posed by immature compiler support.

Accelerating quantum many-body configuration interaction with directives
Brandon Cook (Lawrence Berkeley National Laboratory (LBNL))

Many-Fermion Dynamics-nuclear, or MFDn, is a configuration interaction (CI) code for nuclear



structure calculations. It is a platform independent Fortran~90 code using a hybrid MPI+X
programming model. For CPU platforms the application has a robust and optimized OpenMP
implementation for shared memory parallelism. As part of the NESAP application readiness
program for NERSC's latest Perlmutter system, MFDn has been updated to take advantage of
accelerators. The current mainline GPU port is based on OpenACC. In this work we describe some
of the key challenges of creating an efficient GPU implementation. We compare the support of
OpenMP and OpenACC on AMD and NVIDIA GPUs.

GPU offloading of a large-scale gyrokinetic particle-in-cell Fortran code: From OpenACC to
OpenMP
Qiheng Cai (University of Colorado, Boulder), Junyi Cheng (University of Colorado, Boulder), Yang
Chen (University of Colorado, Boulder), Marcus Wagner (Hewlett Packard Enterprise), Christopher
Daley (Lawrence Berkeley National Laboratory (LBNL)), Stefan Tirkas (University of Colorado,
Boulder), Sophie Redd (University of Colorado, Boulder), Scott Parker (University of Colorado,
Boulder)

GPU offloading of a large-scale gyrokinetic particle-in-cell Fortran code is converted from using
OpenACC to using OpenMP. Particle pushing and deposition are completely offloaded to GPU.
Performance is compared between CPU and GPU, and between OpenACC and OpenMP. Good
weak scaling (increasing particle number with fixed grid number) is obtained. Issues encountered
when porting OpenMP GPU offloading are discussed.

WACCPD Lunch Break (12:30-2)

WACCPD Invited Talk: SPEChpc 2021
Mat Colgrove (NVIDIA Corporation), Sunita Chandrasekaran (University of Delaware)

Extending OpenMP for Machine Learning-Driven Adaptation
Chunhua Liao (Lawrence Livermore National Laboratory)

OpenMP 5.0 introduced themetadirectivedirective to sup-port compile-time selection from a set of
directive variants based onOpenMP context. OpenMP 5.1 extended context information to include
user-defined conditions that enable user-guided runtime adaptation. How-ever, defining conditions



that capture the complex interactions between applications and hardware platforms to select an
optimized variant is challenging for programmers. This paper explores a novel approach to
automate runtime adaptation through machine learning. In particular,we design a new omp declare
adaptation directive and its associated clauses to describe semantics for model-driven adaptation
and also develop a prototype source-to-source transformation tool for evaluating our runtime
adaptation approach. Leveraging an existing runtime library for tuning, we design a small set of API
functions to support our source-to-source compiler transformations. Our evaluation, using the
Smith-Waterman algorithm as a use-case, demonstrates that the proposed adap-tive OpenMP
extension automatically chooses the code variants that deliver the best performance in
heterogeneous platforms that consists ofCPU and GPU processing capabilities. Using decision tree
models for tuning has an accuracy of up to 93.1% in selecting the optimal variant,with negligible
runtime overhead.

WACCPD Afternoon Break (3-3:30)

Achieving near native runtime performance and cross-platform performance portability for random
number generation through SYCL interoperability
Vincent R. Pascuzzi (Lawrence Berkeley National Laboratory (LBNL)), Mehdi Goli (Codeplay
Software Ltd)

High-performance computing (HPC) is a major driver accelerating scientific research and discovery,
from quantum simulations to medical therapeutics. The growing number of new HPC systems
coming online are being furnished with various hardware components, engineered by competing
industry entities, each having their own architectures and platforms to be supported. While the
increasing availability of these resources is in many cases pivotal to successful science, even the
largest collaborations lack the computational expertise required for maximal exploitation of current
hardware capabilities. The need to maintain multiple platform-specific codebases further
complicates matters, potentially adding a constraint on the number of machines that can be utilized.
Fortunately, numerous programming models are under development that aim to facilitate software
solutions for heterogeneous computing. In particular is SYCL, an open standard, C++-based single-
source programming paradigm. Among SYCL's features is interoperability, a mechanism through
which applications and third-party libraries coordinate sharing data and execute collaboratively. In
this paper, we leverage the SYCL programming model to demonstrate cross-platform performance
portability across heterogeneous resources. We detail our NVIDIA and AMD random number
generator extensions to the oneMKL open-source interfaces library. Performance portability is
measured relative to platform-specific baseline applications executed on four major hardware



platforms using two different compilers supporting SYCL. The utility of our extensions are
exemplified in a real-world setting via a high-energy physics simulation application. We show the
performance of implementations that capitalize on SYCL interoperability are at par with native
implementations, attesting to the cross-platform performance portability of a SYCL-based approach
to scientific codes.

Can Fortran's `do concurrent' Replace Directives for Accelerated Computing?
Miko Stulajter (Predictive Science Inc), Ronald M. Caplan (Predictive Science Inc)

Recently, there has been growing interest in using standard language constructs (e.g. C++'s Parallel
Algorithms and Fortran's `do concurrent`) for accelerated computing as an alternative to directive-
based APIs (e.g. OpenMP and OpenACC). These constructs have the potential to be more portable,
and some compilers already (or have plans to) support such standards. Here, we look at the current
capabilities, portability, and performance of replacing directives with Fortran's `do concurrent`
using a mini-app that currently implements OpenACC for GPU-acceleration and OpenMP for multi-
core CPU parallelism. We replace as many directives as possible with `do concurrent`, testing
various configurations and compiler options within three major compilers: GNU's gfortran, NVIDIA's
nvfortran, and Intel's ifort. We find that with the right compiler versions and flags, many directives
can be replaced without loss of performance or portability, and, in the case of nvfortran, they can all
be replaced. We discuss limitations that may apply to more complicated codes and future language
additions that may mitigate them. Singularity containers are publicly provided to allow the results
to be reproduced.

WACCPD Best Paper Award
Sridutt Bhalachandra (Lawrence Berkeley National Laboratory (LBNL)), Chris Daley (Lawrence
Berkeley National Laboratory (LBNL)), Verónica Melesse Vergara (Oak Ridge National Laboratory
(ORNL))

The Best Paper Award for WACCPD 2021 will be announced during this presentation.

Moderator: Christopher Daley (Lawrence Berkeley National Laboratory (LBNL))
Panelist: Swaroop Pophale (Oak Ridge National Laboratory (ORNL)), Michael Kruse (Argonne
National Laboratory (ANL)), Brandon Cook (Lawrence Berkeley National Laboratory (LBNL)),
Rahulkumar Gayatri (Lawrence Berkeley National Laboratory (LBNL)), Mathew Colgrove (NVIDIA
Corporation)



WACCPD Closing Remarks
Sridutt Bhalachandra (Lawrence Berkeley National Laboratory (LBNL)), Christopher Daley
(Lawrence Berkeley National Laboratory (LBNL)), Veronica Melesse Vergara (Oak Ridge National
Laboratory (ORNL))

Monday, November 15th

9:00 am - 12:30 pm

11th International Workshop on Runtime and Operating Systems for
Supercomputers ROSS

Session Description:

The complexity of node architectures in supercomputers increases as we cross petaflop milestones
on the way towards exascale. Increasing levels of parallelism in multi- and many-core chips and
emerging heterogeneity of computational resources coupled with energy and memory constraints
force a reevaluation of our approaches towards operating systems and runtime environments.

The International Workshop on Runtime and Operating Systems for Supercomputers (ROSS), now
in its 11th iteration, provides a forum for researchers to exchange ideas and discuss research
questions that are relevant to upcoming supercomputers. In addition to typical workshop
publications, we encourage novel and possibly immature ideas, provided that they are interesting
and on-topic. Well-argued position papers are also welcome.

ROSS: Welcome and Introduction
Balazs Gerofi (RIKEN Center for Computational Science (R-CCS))

ROSS: Opening Invited Talk – HPC On The Cloud – Opportunities to Redesign the Supercomputer
Brian Barrett (Amazon Web Services)



HPC has long been the realm of the Supercomputer, specialized machines dedicated to large scale
MPI applications. Building these machines required carefully balancing network, processor, and
memory technologies and chasing every system inefficiency in order to achieve peak performance.
Over time, many of the components have become commoditized (memory, processor, and now even
networking components are largely commodity options). This has opened the door to using Cloud
computing infrastructure for HPC applications. Like current supercomputers, HPC in the Cloud
requires intelligent system software to allow application developers to manage the complexity of
the system (while still leaving time to get some real work done). In this talk, we'll present some of
the challenges we have faced in trying to run HPC applications in a large-scale Cloud environment,
some of the challenges we unexpectedly did not face, and some of the solutions we have
assembled for building successful HPC environments. Finally, we will discuss areas of research that
we believe are critical to making HPC in the Cloud more than just another Supercomputer.

ROSS: Morning Break (10-10:30)

No Coherence? No Problem! Virtual Shared Memory for MPSoCs
Tobias Langer (Friedrich-Alexander University, Erlangen-Nuremberg)

With the increasing integration density and parallelism of embedded systems, cache coherency is
becoming a costly luxury. As a result, processor manufacturers abandon global cache coherency in
favor of small coherency regions called tiles, making these systems effectively non-cache coherent
NUMA systems. Virtual shared memory (VSM) can be a flexible extension to provide a shared
memory abstraction without imposing hardware overheads. This paper introduces a VSM system
with weak memory consistency designed for tile-based embedded many-core architectures. We
present evaluation results that demonstrate scalability and bandwidth. The proposed system
effectively implements a dynamic, lightweight system service for shared-memory programming in
the absence of cache coherency.

Low Overhead Security Isolation Using Lightweight Kernels and TEEs
John Lange (University of Pittsburgh)

Next generation supercomputers are expected to greatly expand the scope of HPC environments
with diverse workloads and user bases and the integration of edge infrastructures. This will require
new mechanisms and approaches at the Operating System level to support these broader classes
of workloads. We claim that a necessary mechanism will be the ability to securely



compartmentalize a node's system software. In this paper, we present initial efforts in integrating
secure and trusted computing capabilities into an HPC system software stack. As part of this work
we have ported the Kitten Lightweight Kernel to the ARM64 architecture and integrated it with the
Hafnium hypervisor, a secure partition manager that provides security isolation for virtual machines.
By integrating Kitten with Hafnium, we are able to replace the commodity oriented Linux based
resource management infrastructure and reduce the overheads introduced by using a full weight
kernel (FWK) as the node-level resource scheduler.

The Case for an Interwoven Parallel Hardware/Software Stack
Kyle Hale (Illinois Institute of Technology)

The layered structure of the system software stacks we use today allows for separation of concerns
and increases portability. However, the confluence of widely available virtualization and hardware
partitioning technology, new OS techniques, rapidly changing hardware, and significant advances in
compiler technology together present a ripe opportunity for restructuring the stack, particularly to
support effective parallel execution. We argue that there are cases where layers, particularly the
compiler, run-time, kernel, and hardware, should be interwoven, enabling new optimizations and
abstractions. We present four examples where we have successfully applied this interweaving
model of system design, and we outline several lines of promising ongoing work.

ROSS: Invited Talk – M³: Applying Microkernel-Ideas to Hardware
Nils Asmussen (Barkhausen Institute)

Microkernel-based systems have proven valuable for several objectives in the past such as
increased security and robustness, low-noise execution, or more flexible system designs. However,
hardware is becoming increasingly complex and heterogeneous in the past and the recent side-
channel issues pose new challenges for system designers.

The M³ system architecture tries to apply the microkernel ideas to hardware in form of a
hardware/operating-system co-design. The project started at the TU Dresden and focused on
heterogeneous systems first and is now continued at the Barkhausen Institute in Dresden to build
more trustworthy systems.

The talk will first give an introduction to M³, followed by a deeper look into accelerator chaining
enabled by M³.

ROSS: Closing Remarks
Kamil Iskra (Argonne National Laboratory (ANL))



9:00 am - 4:55 pm

PDSW: Sixth International Parallel Data Systems Workshop

Session Description:

Efficient data storage and data management are crucial to scientific productivity in both traditional
simulation-oriented HPC environments and Big Data analysis environments. These issues are
further exacerbated by the growing volume of experimental and observational data, the widening
gap between the performance of computational hardware and storage hardware and the
emergence of new data-driven algorithms in machine learning. The goal of this workshop is to
facilitate research that addresses the most critical challenges in scientific data storage and data
processing.

PDSW will continue to build on the successful tradition established by its predecessor workshops:
the Petascale Data Storage Workshop (PDSW, 2006-2015) and the Data Intensive Scalable
Computing Systems (DISCS 2012-2015) workshop. These workshops were successfully combined
in 2016, and the resulting joint workshop has attracted up to 38 full paper submissions and 140
attendees per year from 2016 to 2020.

Welcome and Introduction
Shadi Ibrahim (French Institute for Research in Computer Science and Automation (INRIA)), Kento
Sato (RIKEN), Amelie Chi Zhou (Shenzhen University)

Invited Talk: Why Memory Is Your Next Bottleneck and How To Overcome It
Marcos Aguilera (VMware Inc)



PDSW Morning Break (10-10:30)

New Challenges of Benchmarking All-Flash Storage for HPC
Glenn K. Lockwood (Lawrence Berkeley National Laboratory (LBNL))

The proliferation of extreme-scale analytics and AI have motivated the creation of new parallel
storage systems that either use all flash or combine nonvolatile memory (NVRAM) and flash to
achieve the best attributes of both media. Clearly such storage systems have relevance in HPC,
especially to meet the increasing needs of data analytics and AI in scientific computing, and
evaluating such technologies for their applicability to HPC workloads is an important goal. In this
paper we present a preliminary evaluation of the VAST storage system which incorporates NVRAM
and QLC flash along with advanced technologies and algorithms to manage data between these
two media. Our results show that traditional HPC performance measurement techniques struggle
to properly characterize such architectures because they were designed to test much simpler
storage systems. We discuss these shortcomings and propose alternative methods that better
reflect the performance that real workflows can expect.

Understanding the I/O Impact on the Performance of High-Throughput Molecular Docking
Stefano Markidis (KTH Royal Institute of Technology, Sweden)

High-throughput molecular docking is a data-driven simulation methodology to estimate millions
of molecules' position and interaction strength (ligands) when interacting with a given protein site.
Because of its data-driven nature, the high-throughput molecular docking performance depends on
how fast we can ingest data into the processing pipeline and how efficiently we can write
molecular docking results to a shared file. In this work, we characterize the I/O performance of a
high-performance high-throughput molecular docking application, called Docker-HT, running on a
supercomputer up to 512 computing nodes with two different parallel I/O configurations. We show
that a tuned I/O configuration can improve the overall parallel efficiency from 71% to 90% on 512
nodes and identify and solve a performance degradation observed when running on 16 and 32
nodes.

I/O Bottleneck Detection and Tuning: Connecting the Dots Using Interactive Log Analysis
Jean Luca Bez (Lawrence Berkeley National Laboratory (LBNL))

Using parallel file systems efficiently is a tricky problem due to inter-dependencies among multiple
layers of I/O software, including high-level I/O libraries (HDF5, netCDF, etc.), MPI-IO, POSIX, and
file systems (GPFS, Lustre, etc.). Profiling tools such as Darshan collect traces to help understand



the I/O performance behavior. However, there are significant gaps in analyzing the collected traces
and then applying tuning options offered by various layers of I/O software. Seeking to connect the
dots between I/O bottleneck detection and tuning, we propose DXT Explorer, an interactive log
analysis tool. In this paper, we present a case study using our interactive log analysis tool to
identify and apply various I/O optimizations. We report an evaluation of performance improvement
achieved for four I/O kernels extracted from science applications.

Data-Aware Storage Tiering for Deep Learning
Cong Xu (Hewlett Packard Enterprise)

DNN models trained with large datasets can perform rich deep learning tasks with high accuracy.
However, feeding huge volumes of training data exerts significant pressure on IO subsystems as
the entire data is re-loaded in random order on every iteration to enable convergence, with very
little scope for reuse. To address this challenge, we co-optimize data tiering and iteration in DNN
training for any given dataset and model with bandwidth and convergence conscious mini-epoch
training (MET). This approach can substantially reduce the IO bandwidth required to provide
sustained read throughput. Further, we introduce two different feedback mechanisms to adjust the
repeating factor over each mini-epoch during the training. We have evaluated three different
applications with MET. Most of them work out-of-box with modest MET parameters. The adaptive
repeating factor design was able to gain back most of the accuracy drop due lo large MET
parameters.

pMEMCPY: A Simple, Lightweight, and Portable I/O Library for Storing Data in Persistent Memory
Luke Logan (Illinois Institute of Technology)

Optimising I/O Using Non-Volatile Memory
Adrian Jackson (Edinburgh Parallel Computing Centre (EPCC))

PDSW Lunch Break (12:30-2)



Invited Industry Talk: Jump's Archive for the Next Decade
Alex Davies (Jump Trading LLC)

How and why Jump built a high performance (hundreds of gigabytes per second) and scalable
(hundreds of PB) POSIX interface to an object store, using the CernVM open source filesystem

Network-Accelerated Distributed File Systems
Salvatore Di Girolamo (ETH Zürich)

High-Throughput Small File Access for Large-Scale Machine Learning Applications
Hiroki Ohtsuji (Fujitsu Ltd)

Hyperconverged Storage for High Performance Data Analysis in High Energy Physics: A Case of
Intel DAOS Deployment
Alexander Moskovsky (RSC Group)

PDSW Afternoon Break (3-3:30)

SCTuner: An Auto-Tuner Addressing Dynamic I/O Needs on Supercomputer I/O Sub-Systems
Bing Xie (Oak Ridge National Laboratory (ORNL))

This work proposes SCTuner, an auto-tuner integrated within I/O library itself to dynamically tune
both the I/O library and the underlying I/O stack at application runtime. To this end, we introduce a
statistical benchmarking method to profile the behaviors of individual supercomputer I/O sub-
systems with varied configurations across I/O layers. We use the benchmarking results as the built-
in knowledge in SCTuner, implement an I/O pattern extractor and plan to implement an online



performance tuner as the SCTuner runtime. We conducted a benchmarking analysis on the Summit
supercomputer and its GPFS file system Alpine. The preliminary results show that our method can
effectively extract the consistent I/O behaviors of the target system under production load, building
the base for I/O auto-tuning at application runtime.

User-Centric System Fault Identification Using IO500 Benchmark
Radita Liem (RWTH Aachen University), Gerald Loftstead (Sandia National Laboratories)

I/O performance in a multi-user environment is difficult to predict. Users do not know what to
expect when running and tuning their application for better I/O performance. We propose to use the
IO500 benchmark as a way to guide user expectations on their application's I/O performance and
identifying root causes of their I/O problems that might come from the system. Our experiments
cover the first step where we manage user expectation with IO500 and provide a mechanism for
system fault identification. This work also provides us with information of the tail latency problem
that needs to be addressed and granular information about the impact of I/O technique choices
(POSIX and MPI-IO).

Verifying IO Synchronization from MPI Traces
Sushma Yellapragada (University of Illinois)

The paper addresses the following question: Are IO operations of HPC applications properly
synchronized? We focus on parallel file systems that satisfy POSIX semantics. The outcome of I/O
operations is well-defined provided that conflicting accesses to a file location are not concurrent,
but are ordered. Accesses to distinct processes are ordered by the executed MPI communication.
We derive the happens-before relation between I/O calls of HPC runs by analyzing traces collected
during program execution. Various optimizations reduce the analysis overhead. We collected traces
from 17 representative HPC applications. We found that 10 of them do not perform conflicting I/O
accesses and, hence, are properly synchronized by default. The remaining 7 applications properly
synchronize the conflicting I/O accesses.

Closing Remarks

9:00 am - 5:00 pm

ESPM2 2021: Sixth International Workshop on Extreme Scale Programming



Models and Middleware

Session Description: The sixth edition of the ESPM2 workshop, being proposed to be held as a full-
day meeting with the Supercomputing (SC21) conference in St. Louis, Missouri focuses on
programming models and runtimes for extreme-scale systems. Next-generation architectures and
systems being deployed are characterized by high concurrency, low memory per-core, and multiple
levels of hierarchy and heterogeneity. These characteristics bring out new challenges in energy
efficiency, fault-tolerance and, scalability. It is commonly believed that software has the biggest
share of the responsibility to tackle these challenges. In other words, this responsibility is delegated
to the next generation programming models and their associated middleware/runtimes. This
workshop focuses on different aspects of programming models such as task-based parallelism
(Charm++, OCR, Habanero, Legion, X10, HPX, etc), PGAS (OpenSHMEM, UPC, CAF, Chapel,
UPC++, etc.), BigData (Hadoop, Spark, Dask etc), Machine Learning (NVIDIA RAPIDS, Scikit-learn,
etc.), Deep Learning (Caffe, Microsoft CNTK, Google TensorFlow, Facebook PyTorch), directive-
based languages (OpenMP, OpenACC) and Hybrid MPI+X, etc. It also focuses on their associated
middleware (unified runtimes, interoperability for hybrid programming, tight integration of MPI+X,
and support for accelerators/FPGAs) for next-generation systems and architectures. The ultimate
objective of the ESPM2 workshop is to serve as a forum that brings together researchers from
academia and industry working in the areas of programming models, runtime systems, compilation
and languages, and application developers. ESPM2 2021 will be held as a full-day workshop in
conjunction with the SuperComputing (SC 2021) in St. Louis, Missouri, USA.

Next-generation architectures and systems being deployed are characterized by high concurrency,
low memory per-core, and multiple levels of hierarchy/heterogeneity. These bring out new
challenges in energy efficiency, fault-tolerance and scalability. It is commonly believed that next-
generation programming models and their associated middleware/runtimes are best suited to
address these challenges. This workshop focuses on different aspects of programming models
such as task-based parallelism (Legion,/Habenero/Charm++/OCR/X10/HPX), PGAS
(OpenSHMEM/UPC/CAF/Chapel/UPC++), BigData/Data Science (Spark/Dask), Deep Learning
(PyTorch/MxNET/TensorFlow), directive-based languages (OpenMP/OpenACC) and hybrid MPI+X,
etc. It also focuses on their associated middleware (unified runtimes, interoperability for hybrid
programming, tight integration of MPI+X, and support for accelerators and FPGAs) for next-
generation systems and architectures. The ultimate objective of the ESPM2 workshop is to serve as
a forum that brings together researchers from academia and industry working in the areas of
programming models, runtime systems, compilation and languages and application developers.

Opening Talk: HPC in the 20’s - Scalable On-Premise Performance in the Cloud



Luiz DeRose (Oracle)

The continuous increase in complexity and scale of high-end systems, together with the evolving
diversity of processor options, are forcing computational scientists to face system characteristics
that can significantly impact the performance and scalability of applications. HPC users need a
system infrastructure that can adapt to their workload needs, rather than having to constantly
redesign their applications to adapt to new systems. In this talk, I will discuss the current trends in
computer architecture and the implications in the development of HPC applications and
programming and middleware environments. I will present the Oracle Cloud Infrastructure (OCI),
which provides availability, resiliency, and performance at scale, so HPC users can easily choose the
best option for their workloads, and will discuss hybrid on-prem/cloud options, which facilitate
workload migration from on-premise to the cloud. I will finish the presentation with a discussion of
some of the challenges and open research problems that still need to be addressed in this area.

ESPM: Morning Break (10-10:30)

Scalable parallel algorithm for fast computation of Transitive Closure on Shared Memory
Architectures
Sarthak Patel (Dhirubhai Ambani Institute of Information and Communication Technology (DA-IICT),
Group in Computational Science and HPC, India), Bhrugu Dave (Dhirubhai Ambani Institute of
Information and Communication Technology (DA-IICT), Group in Computational Science and HPC,
India), Smit Kumbhani (Dhirubhai Ambani Institute of Information and Communication Technology
(DA-IICT), Group in Computational Science and HPC, India), Mihir Desai (Dhirubhai Ambani Institute
of Information and Communication Technology (DA-IICT), Group in Computational Science and
HPC, India), Sidharth Kumar (University of Alabama, Birmingham), Bhaskar Chaudhury (Dhirubhai
Ambani Institute of Information and Communication Technology (DA-IICT), Group in Computational
Science and HPC, India)

We present a scalable algorithm that computes the transitive closure of a graph on shared memory
architectures using the OpenMP API in C++. Two different parallelization strategies have been
presented and the performance of the two algorithms has been compared for several data-sets of
varying sizes. We demonstrate the scalability of the best parallel implementation up to 176 threads
on a shared memory architecture, by producing a graph with more than 3.82 trillion edges. To the
best of our knowledge, this is the first implementation that has computed the transitive closure of
such a large graph on a shared memory system. Optimization strategies for better cache utilization
for large data-sets have been discussed. The important issue of load balancing has been analyzed



and its mitigation using the optimal OpenMP scheduling clause has been discussed in details.

Accelerating Messages by Avoiding Copies in an Asynchronous Task-based Programming Model
Sam White (University of Illinois), Evan Ramos (Charmworks Inc), Laxmikant V Kale (University of
Illinois, Charmworks Inc)

Task-based programming models promise improved communication performance for irregular, fine-
grained, and load imbalanced applications. They do so by relaxing some of the messaging
semantics of stricter models and taking advantage of those at the lower-levels of the software
stack. For example, while MPI's two-sided communication model guarantees in-order delivery,
requires matching sends to receives, and has the user schedule communication, task-based models
generally favor the runtime system scheduling all execution based on the dependencies and
message deliveries as they happen. The messaging semantics are critical to enabling high
performance.

In this paper, we build on previous work that added zero copy semantics to Converse/LRTS. We
examine the messaging semantics of Charm++ as it relates to large message buffers, identify
shortcomings, and define new communication APIs to address them. Our work enables in-place
communication semantics in the context of point-to-point messaging, broadcasts, transmission of
read-only variables at program startup, and for migration of chares. We showcase the performance
of our new communication APIs using benchmarks for Charm++ and Adaptive MPI, which result in
nearly 90% latency improvement and 2x lower peak memory usage.

Parallel SIMD - A Policy Based Solution for Free Speed-Up using C++ Data-Parallel Types
SRINIVAS YADAV (Keshav Memorial Institute of Technology, India; Louisiana State University,
Center for Computation and Technology)

Recent additions to the C++ standard and ongoing standardization efforts aim to add data-parallel
types to the C++ standard library. This enables the use of vectorization techniques in existing C++
codes without having to rely on the C++ compiler's abilities to auto-vectorize the code's execution.
The integration of the existing parallel algorithms with these new data-parallel types opens up a
new way of speeding up existing codes with minimal effort. Today, only very little implementation
experience exists for potential data-parallel execution of the standard parallel algorithms. In this
paper, we report on experiences and performance analysis results for our implementation of two
new data-parallel execution policies usable with HPX's parallel algorithms module: simd and
par_simd. We utilize the new experimental implementation of data-parallel types provided by
recent versions of the GNU GCC and Clang C++ standard libraries. The benchmark results collected
from artificial tests and real-world codes presented in this paper are very promising. Compared to
sequenced execution, we report on speed-ups of more than three orders of magnitude when
executed using the newly implemented data-parallel execution policy par_simd with HPX's parallel



algorithms. We also report that our implementation is performance portable across different
compute architectures (x64 -- Intel and AMD, and Arm), using different vectorization technologies
(AVX2, AVX512, NEON64, and NEON128).

Taskflow-San: Sanitizing Erroneous Control Flow in Taskflow Programs
Luke Majors (University of Utah), McKay Mower (University of Utah), Tsung-Wei Huang (University
of Utah)

Taskflow is a general-purpose parallel and heterogeneous task graph programming system that
enables in-graph control flow to express end-to-end parallelism. By integrating control-flow
decisions into condition tasks, developers can efficiently overlap CPU-GPU dependent tasks both
inside and outside control flow, largely enhancing the capability of task graph parallelism.
Condition tasks are powerful but also prone to mistake. For large task graphs, users can easily
encounter erroneous control-flow tasks that cannot be correctly scheduled by the Taskflow
runtime. To overcome this challenge, this paper introduces a new instrumentation module,
Taskflow-San, to assist users to detect erroneous control-flow tasks in Taskflow graphs.

ESPM: Lunch Break (12:30-2)

Performance Evaluation of Python Parallel Programming Models: Charm4Py and mpi4py
Zane Fink (University of Illinois)

Python is rapidly becoming the ingua franca of machine learning and scientific computing. With the
broad use of frameworks such as Numpy, SciPy, and TensorFlow, scientific computing and machine
learning are seeing a productivity boost on systems without a requisite loss in performance. While
high-performance libraries often provide adequate performance within a node, distributed
computing is required to scale Python across nodes and make it truly competitive in large-scale
high-performance computing. Many frameworks, such as Charm4Py, DaCe, Dask, Legate Numpy,
mpi4py, and Ray, scale Python across nodes. However, little is known about these frameworks'
relative strengths and weaknesses, leaving practitioners and scientists without enough information
about which frameworks are suitable for their requirements. In this paper, we seek to narrow this
knowledge gap by studying the relative performance of two such frameworks: Charm4Py and
mpi4py.

We perform a comparative performance analysis of Charm4Py and mpi4py using CPU and GPU-
based microbenchmarks, including TaskBench and other representative mini-apps for scientific



computing.

Evaluation of Distributed Tasks in Stencil-based Application on GPUs
Eric Raut (Stony Brook University)

In the era of exascale computing, the traditional MPI+X paradigm starts losing its strength in taking
advantage of heterogeneous systems. Subsequently, research and development on finding
alternative programming models and runtimes have become increasingly popular. This encourages
comparison, on competitive grounds, of these emerging parallel programming approaches against
the traditional MPI+X paradigm. In this work, an implementation of distributed task-based stencil
numerical simulation is compared with a MPI+X implementation of the same application. To be
more specific, the Legion task-based parallel programming system is used as an alternative to MPI
at out-of-node level, while the underlying CUDA-implemented kernels are kept at node level.
Therefore, the comparison is as fair as possible and focused on the distributed aspects of the
simulation. Overall, the results show that the task-based approach is on par with the traditional
MPI approach in terms of both performance and scalability.

ESPM: Afternoon Break (3-3:30)

Moderator: Ritu Arora (University of Texas, San Antonio)
Panelist: Andrés Paz (Microsoft Corporation)

Closing Remarks
Dhabaleswar Panda (Ohio State University), Hari Subramoni (Ohio State University), Aamir Shafi
(Ohio State University), Karl Schulz (University of Texas)

Closing Remarks

9:00 am - 5:30 pm

INDIS'21: 8th Workshop on Innovating the Network for Data-Intensive Science



Session Description: Many fields of science continue to experience a large influx of data. Managing
and transporting data, architecting systems and building tools to deal with the delivery of these
data have become increasingly important. Additionally, the ecosystem of information and
communications frameworks supporting data management and transport is becoming more and
more complex. Networks for data-intensive science have more extreme requirements than general-
purpose networks. These requirements not only closely impact the design of processor
interconnects in supercomputers and cluster computers, they also impact campus networks,
regional networks and national backbone networks. This workshop brings together network
engineers and researchers to share challenges and potential solutions. We invite papers that
propose new and novel techniques that increase the capacity and functionality of scientific
computing and wide-area networks.

Many fields of science continue to experience a large influx of data. Managing and transporting
data, architecting systems and building tools to deal with the delivery of these data have become
increasingly important. Additionally, the ecosystem of information and communications frameworks
supporting data management and transport is becoming more and more complex.

Networks for data-intensive science have more extreme requirements than general-purpose
networks. These requirements not only closely impact the design of processor interconnects in
supercomputers and cluster computers, they also impact campus networks, regional networks and
national backbone networks.

This workshop brings together network engineers and researchers to share challenges and
potential solutions. We invite papers that propose new and novel techniques that increase the
capacity and functionality of scientific computing and wide-area networks.

INDIS'21: Welcome Message
Sarah Neuwirth (Goethe University Frankfurt), Mariam Kiran (Energy Sciences Network (ESnet))

Many fields of science continue to experience a large influx of data. Managing and transporting
data, architecting systems and building tools to deal with the delivery of these data have become
increasingly important. Additionally, the ecosystem of information and communications frameworks
supporting data management and transport is becoming more and more complex. Networks for
data-intensive science have more extreme requirements than general-purpose networks. These
requirements not only closely impact the design of processor interconnects in supercomputers and
cluster computers, they also impact campus networks, regional networks and national backbone
networks. This workshop brings together network engineers and researchers to share challenges
and potential solutions. We invite papers that propose new and novel techniques that increase the



capacity and functionality of scientific computing and wide-area networks.

Expert Talk 1: Toward a Quantum Internet
Andreas Reiserer (Max Planck Institute of Quantum Optics)

A future quantum network will consist of quantum processors that are connected by quantum
channels, just like conventional computers are wired up to form the Internet. In contrast to classical
devices, however, the entanglement and non-local correlations available in a quantum-controlled
system facilitate novel fundamental tests of quantum theory. In addition, they enable numerous
applications in distributed quantum information processing, quantum communication, and precision
measurement.

While pioneering experiments have demonstrated the entanglement of two quantum nodes
separated by up to 1.3 km, accessing the full potential of quantum networks requires scaling of
these prototypes to more nodes and larger distances. This is an outstanding challenge, posing high
demands on qubit control fidelity, qubit coherence time, and coupling efficiency between stationary
and flying qubits.

I will summarize the state-of-the-art of the main physical systems explored in this context -
trapped atoms, defect centers in wide-bandgap semiconductors, and rare-earth dopants. I will
highlight open challenges as well as recent advances that open a realistic perspective towards the
implementation of global-scale quantum networks.

Introduction to SCinet
Lance Hutchinson (Sandia National Laboratories)

SCinet: Future Research Perspectives
Ezra Kissel (Energy Sciences Network (ESnet))

INDIS'21: Morning Break (10-10:30)

The Service Analysis and Network Diagnosis Data Pipeline



Shawn McKee (University of Michigan)

Modern network performance monitoring toolkits, such as perfSONAR, take a remarkable number
of measurements about the local network environment. To gain a complete picture of network
performance, however, one needs to aggregate data across a large number of endpoints. The
Service Analysis and Network Diagnosis (SAND) data pipeline collects data from diverse sources
and ingests these measurements into a message bus. The message bus allows the project to send
the data to multiple consumers, including a tape archive, an Elasticsearch database, and a peer
infrastructure at CERN. In this paper, we explain the architecture and evolution of the SAND data
pipeline, the scale of the resulting dataset, and how it supports a wide variety of network analysis
applications.

NetGraf: An End-to-End Learning Network Monitoring Service
Bashir Mohammed (Lawrence Berkeley National Laboratory (LBNL)), Mariam Kiran (Energy
Sciences Network (ESnet)), Bjoern Enders (Lawrence Berkeley National Laboratory (LBNL))

Network monitoring services are of enormous importance to ensure optimal performance is being
delivered and help determine any failing services. Particularly for large data transfers, checking key
performance indicators like throughput, packet loss, and latency can make or break experiment
results. However, network monitoring tools are very diverse in metrics collected and dependent on
the devices installed. Additionally, there are limited tools that can learn and determine the cause of
degraded performance. This paper presents NetGraf, a novel end-to-end learning monitoring
system that utilizes current monitoring tools, merges multiple data sources into one dashboard for
easy use, and provides machine learning libraries to analyze the data and perform real-time
anomaly finding. Using a database backend, NetGraf can learn performance trends and show users
if network performance has degraded. We demonstrate how NetGraf can easily be deployed
through automation services and linked to multiple monitoring sources to collect data. Via the
machine learning innovation and merging various data sources, NetGraf aims to fulfill the need for
holistic learning network telemetry monitoring. To the best of our knowledge, this is the first-ever
end-to-end learning monitoring service. We demonstrate its use on two network setups to
showcase its impact.

Exploring the BBRv2 Congestion Control Algorithm for Use on Data Transfer Nodes
Brian Tierney (Energy Sciences Network (ESnet))

It is well known that loss-based TCP congestion control algorithms are problematic for high-speed
high-latency flows that are common in Big Science. In 2016 Google released a new congestion
control algorithm called ’BBR’ (Bottleneck Bandwidth and Round-trip time) that uses a model-
based approach, and the design has since been refined in an alpha release of BBRv2. In this
presentation, we describe and perform a set of experiments that assess the suitability of BBRv2 for



use on Data Transfer Nodes (DTNs). The experiments were run on both production R&E networks
as well as within a controlled testbed environment. Our analysis of the results show that BBRv2
improves upon BBRv1 for common Big Science transfer scenarios and is a promising option in high-
speed short-queue networking environments.

Learning Transfers via Transfer Learning
Md Arifuzzaman (University of Nevada, Reno)

Detecting performance anomalies is key to efficiently utilize network resources and improve the
quality of service. Researchers proposed various approaches to identify the presence of anomalies
by analyzing performance statistics using heuristic (e.g., change point detection) and Machine
Learning (ML) models. Although these models yield high accuracy in the networks that they are
trained for, their performance degrade severely when transferred to different network settings. This
is because of the fact that existing models detect anomalies by capturing the changes in transfer
throughput and observed RTT values, which are dependent to network settings. In this paper, we
propose a novel feature transformation method to eliminate network dependence of ML models for
anomaly diagnosis problems to enhance their performance when transferred to new networks,
thereby mitigating the need to gather training data in each network separately. We validate the
findings through experimental evaluations conducted on simulated and production networks and
show that the proposed feature transformation improves the performance of transfer learning for
anomaly diagnosis problems from less than 60% to over 90%. Finally, we evaluate the
performance of the proposed solutions using various congestion control algorithm and observe that
the models trained using BBR attains the best transfer learning performance.

INDIS'21: Lunch Break (12:30-2)

Expert Talk 2: Mosaic5G – Agile 4G/5G Service Delivery Platforms and Use-Cases
Navid Nikaein (Eurecom, France)

Mosaic5G is an ecosystem of open source 4G/5G service platforms, reusable components and use-
cases, whose objective is to transform 4G/5G radio access network (RAN) and core network (CN)
into agile and open network services that can be tailored to divers use-cases. For this purpose,
Mosaic5G delivers a set of extendable control and orchestration frameworks and APIs to enable
fine-grained monitoring and programmability of the underlying 4G/5G network infrastructure. It
further allows to create and manage a customizable network service/slice empowered by a number
of intelligent network applications (xApps) and service development kits (SDKs). Finally, the



foremost focus of the Mosaic5G will be on providing software implementations of four components
within the OpenAirInterface Software Alliance (OSA) including FlexRIC agent - an ORAN compliant
E2 Agent, FlexRIC - a flexible RAN intelligent controller, FlexCN - a flexible CN controller, and
Trirematics - an intelligent RAN and CN operator.

Poster Talk: Measuring Internet Latency from Gaming Footage
Catalina Alvarez (ETH Zürich)

With the increase of available bandwidth, the performance of most Internet applications is now
mostly dependant on Internet latency. However, characterizing latency is challenging due to the
Internet's scale and distributed nature. Most state-of-the-art systems rely on probes, which have
many drawbacks. We explore an unexplored source of latency measurements -- footage of video
games obtained from live streaming platforms. We give an overview of the system we developed
to obtain latency measurements from said source, and show some basic characteristics of the data,
including one exemplifying result that highlights what we can learn from this unconventional data
source.

Poster Talk: Impact of Multi-Connectivity on Channel Capacity and Outage Probability in Wireless
Networks
Lotte Weedage (University of Twente)

Multi-connectivity facilitates higher throughput, shorter delay, and lower outage probability for a
user in a wireless network. Considering these promises, a rationale policy for a network operator
would be to implement multi-connectivity for all of its users. In this research, we investigate
whether the promises of multi-connectivity also hold in such a setting where all users of a network
are connected through multiple links in the downlink. In particular, we consider a wireless network
where every user connects to its k closest base stations.

Using a framework of stochastic geometry and probability theory, we obtain analytic expressions
for per-user throughput and outage probability of k-connectivity networks under several failure
models. In contrast to the conclusions of previous research, our analysis shows that per-user
throughput always decreases with increasing k. However, multi-connected networks are more
resilient against failures than single connected networks as reflected with lower outage probability.
Moreover, multi-connectivity leads to higher fairness among the users in terms of their throughput.
Consequently, we conclude that rather than implementing multi-connectivity for all users, a
network operator should consider it for the users who would benefit from additional links the most,
e.g., cell edge users.

INDIS'21: Afternoon Break (3-3:30)



Deploying Per-Packet Telemetry in a Long-Haul Network: the AmLight Use Case
Jeronimo Bezerra (Florida International University)

Long-haul networks are growing in complexity to address the constant need for more bandwidth,
lower latency and jitter, customized traffic prioritization, and SLA-grade network resilience. A more
complex infrastructure requires a deeper visibility of the assets to optimize the resource utilization
as well as to protect the infrastructure and users connected to it. Leveraging legacy network
monitoring technologies, such as SNMP, is not enough, since they do not offer real-time and
granular visibility. That's where per-packet monitoring solutions can become a game changer. In-
band Network Telemetry (INT) offers per-packet visibility with no impact to the network's
forwarding plane. Adding per-packet visibility has the potential to change the network monitoring
and operations field, and to redefine how traffic engineering will take place in the future. This paper
aims to showcase how INT can dramatically increase network visibility, down to a sub-second
scale, by comparing measurement results between INT and SNMP. Experiments and findings come
from using the AmLight long-haul academic network as a use case.

Bridging Network and Parallel I/O Research for Improving Data-Intensive Distributed Applications
Debasmita Biswas (Virginia Tech)

The rapidly evolving scene of emerging workloads poses a challenge to the High Performance
Computing community in terms of communication and I/O. Significant improvements are required to
keep up with the demand of high rate of data transfers, streaming services, and scientific research
that deal with extremely large quantities of data, which may impede a system’s performance.
Networking is a key area that plays a major role in accelerating data transfers within HPC facilities.
Though significant research efforts have targeted I/O optimization for storage systems, network
optimization to improve the overall storage system performance has been rather overlooked by the
research community. In this position paper, we aim to bridge the gap between networks and
storage system optimization towards the common goal of accelerating HPC I/O and communication
by revealing the various ways in which previously done network optimization research can be
applied to improve I/O performance for data-intensive applications.

Lightning Talk: Performance Profile Estimation for Emulated Multi-Site Federations
Neena Imam (Oak Ridge National Laboratory (ORNL))

Emulations that replicate the software environments of multi-site federations of computing systems
and instruments have been developed to reduce the cost and disruptions to physical, production



infrastructures. These emulation environments have been effectively used to develop and test
software modules for various tasks including container orchestration and instrument access. For
performance assessment, however, the emulated frameworks are severely limited in providing
accurate network and IO measurements at 10 Gbps and higher data rates. The data transfer
performance profiles estimated using these measurements are usually inaccurate for high
bandwidth and high latency connections, since they do not accurately reflect the critical network
transport dynamics. We utilize measurements from a physical testbed with hardware network
emulators to obtain throughput profiles for emulated federations that closely match the expected
profiles. Using a four-site federation scenario emulation, we show the effectiveness of this
approach in providing accurate concave throughput profiles from an inaccurate convex one
indicated by Mininet emulation.

Lightning Talk: DynamicDeepFlow - Classification of Network Traffic Flow Changes Using
Unsupervised Learning
Sheng Shen (Lawrence Berkeley National Laboratory (LBNL))

Understanding flows in network traffic has great importance in designing and building robust
networking infrastructure. Recent efforts via industry and research are developing monitoring tools
to capture real-time flow data, predict future traffic and mirror packet headers. However, all of
these require offline analysis of the data to understand the big versus small flows, impact on
devices and recognize congestion hot spots. With growing network complexities, there is a need for
these monitoring systems to learn in real-time and identify anomalies. Particularly with large file
transfers in Internet setups, identifying new sites, unusual login activities and traffic spikes can help
reduce network downtimes. In this paper, we target the challenge of flow behavior changes on the
network by developing an innovative unsupervised deep learning model, DynamicDeepFlow, that
can recognize new flow patterns in real-time. Trained on network snapshots over two years, the
proposed approach leverages a combination of deep learning model, autoencoder, and shallow
learning model, k-means++ to recognize real traffic change patterns. We apply this study to real
world data from Energy Sciences Network designed to support U.S. scientific research. Our
approach explicitly learns the dynamic spatiotemporal traffic patterns, showing when tested on
data from 2018-2020, specific days and nights when the network experience new flows that were
never seen before. DynamicDeepFlow is a first of its kind real-time network monitoring system that
can aid in network operations and used in conjunction with current flow data collected.

Moderator: Prasad Calyam (University of Missouri, Columbia)
Panelist: Paul Ruth (Renaissance Computing Institute (RENCI)), Andrew Wiedlea (Energy Sciences
Network (ESnet)), Mike Zink (University of Massachusetts, Amherst), Debbie Fligor (University of
Illinois)



INDIS'21: Awards Ceremony and Closing Remarks
Sarah Neuwirth (Goethe University Frankfurt), Mariam Kiran (Energy Sciences Network (ESnet))

9:00 am - 5:30 pm

IA^3 2021: 11th Workshops on Irregular Applications: Architectures and
Algorithms

Session Description:

Due to the heterogeneous data sets they process, data-intensive applications employ a diverse set
of methods and data structures, exhibiting irregular memory accesses, control flows and
communication patterns. Current supercomputing systems are organized around components
optimized for data locality and bulk synchronous computations. Managing any form of irregularity
on them demands a substantial programming effort, and often leads to poor performance. Holistic
solutions to these challenges emerge only by considering the problem from multiple perspectives:
from micro- to system-architectures, from compilers to languages, from libraries to runtimes, and
from algorithm design to data characteristics. Only collaborative efforts among researchers with
different expertise, including domain experts and end users, can lead to significant breakthroughs.
This workshop brings together scientists with different backgrounds to discuss methods and
technologies for efficiently supporting irregular applications on current and future architectures.

IA^3: Welcome
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), John Feo (Pacific Northwest
National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest National Laboratory (PNNL)), Vito
Giovanni Castellana (Pacific Northwest National Laboratory (PNNL))

IA^3: Invited Talk 1 - Project 38: Innovative Architectures for High-Performance Computing
Systems
Eric Cheng (Laboratory for Physical Sciences)



The high-performance computing (HPC) needs of the US government require advances in
architectures to support a wide variety of critical missions. Project 38 is a cross-agency effort
between the Department of Defense and the Department of Energy exploring architectural
enhancements that will provide increased performance and capabilities for future HPC systems.
This talk will provide an overview of some of the explorations that have been conducted as part of
this effort, their potential impact, and the path forward.

IA^3: Morning Break (10-10:30)

Mapping Irregular Computations for Molecular Docking to the SX-Aurora TSUBASA Vector Engine
Leonardo Solis Vasquez (Technical University Darmstadt)

Molecular docking is a key method in computer-aided drug design, where the rapid identification of
drug candidates is crucial for combating diseases. AutoDock is a widely-used molecular docking
program, having an irregular structure characterized by a divergent control flow and compute-
intensive calculations. This work investigates porting AutoDock to the SX-Aurora TSUBASA vector
engine and evaluates the achievable performance on a number of real-world input compounds. In
particular, we discuss the platform-specific coding styles required to handle the high degree of
irregularity in both local-search methods employed by AutoDock. These Solis-Wets and
ADADELTA methods take up a large part of the total computation time. Based on our experiments,
we achieved runtimes on the SX-Aurora TSUBASA VE20B that are on average 3× faster than on
modern dual-socket 64-core CPU nodes. Our solution is competitive with V100 GPUs, even though
these already use newer chip fabrication technology (12nm vs. 16nm on the VE20B).

Greatly Accelerated Scaling of Streaming Problems with a Migrating Thread Architecture

Applications where continuous streams of data are passed through large data structures are
increasing in importance. However, their execution on conventional architectures, is highly
inefficient. The primary issue is often the need to stream large numbers of disparate data items
through the equivalent of very large hash tables distributed across many nodes. This paper builds
on prior work on the Firehose streaming benchmark where an emerging architecture using threads
that can migrate has shown to be much more efficient at such problems. This paper extends that
work to use a second generation system to not only show that same improved efficiency (~10X) for
larger core counts, but even significantly higher raw performance (with FPGA-based cores running



at 1/10th the clock of conventional systems). Further, this additional data makes a reasonable
projection that an architecture with current technology would lead to 10X performance gain on an
apples-to-apples basis with conventional systems.

Accelerating Unstructured-Grid CFD Algorithms on NVIDIA and AMD GPUs
Christopher Stone (National Institute of Aerospace)

Computational performance of the FUN3D unstructured-grid computational fluid dynamics
application on GPUs is highly dependent on the efficiency of floating-point atomic updates needed
to support the irregular cell-, edge-, and node-based data access patterns in massively parallel
GPU environments. We examine several optimization methods to improve GPU throughput on
kernels that are dominated by atomic updates on NVIDIA V100/A100 and AMD MI100 GPUs.
Optimization on the AMD MI100 GPU was of primary interest since similar hardware will be used
in the upcoming Frontier supercomputer. Techniques combining register shuffling and on-chip
shared memory were used to transpose and/or aggregate results amongst collaborating threads
before atomically updating global memory. These techniques, along with algorithmic optimizations
to reduce the update frequency, reduced the run-time of select kernels on the MI100 GPU by a
factor of between 2.5 and 6.0 over atomically updating global memory directly.

No More Leaky PageRank
Scott Sallinen (University of British Columbia)

We have surveyed multiple PageRank implementations available with popular graph processing
frameworks, and discovered that they treat sink vertices (i.e., vertices without outgoing edges)
incorrectly. This leads to two issues: (i) incorrect PageRank scores, and (ii) flawed performance
evaluations (as costly scatter operations are avoided). For synchronous PageRank implementations,
a strategy to fix these issues exists (accumulating values from sinks during an algorithmic
superstep of a PageRank iteration), albeit with sizeable overhead. This solution, however, is not
applicable to asynchronous frameworks.

We present and evaluate a novel, low-cost algorithmic solution to address this issue. For
asynchronous PageRank, our solution simply requires an inexpensive O(Vertex) computation
performed alongside the final normalization step. We also show that this strategy has advantages
over prior work for synchronous PageRank, as it both avoids graph restructuring and reduces inline
computation costs by performing a final score reassignment to vertices once at the end of
processing.

IA^3: Lunch Break (12:30-2)



Moderator: Antonino Tumeo (Pacific Northwest National Laboratory (PNNL))
Panelist: Andrew Chien (University of Chicago), Oded Green (NVIDIA Corporation), Giacomo
Pedretti (Hewlett Packard Enterprise), Ana Lucia Verbanescu (University of Amsterdam)

IA^3: Afternoon Break (3-3:30)

IA^3: Invited Talk 2 - Implementing Performance Portable Graph Algorithms Using Task-Based
Execution
Umit Catalyurek (Georgia Institute of Technology, Amazon)

Designing flexible graph kernels that can run well on various platforms is a crucial research
problem due to the frequent usage of graphs for modeling data and recent architectural advances
and variety. In this talk, I will present our recent graph processing model and framework, PGAbB,
for modern shared-memory heterogeneous platforms. PGAbB implements a block-based
programming model. This allows a user to express a graph algorithm using functors that operate
on an ordered list of blocks (subgraphs). Our framework deploys these computations to all
available resources in a heterogeneous architecture. We will demonstrate that one can implement a
diverse set of graph algorithms in our framework, and task-based execution enables graph
computations even on large graphs that do not fit in GPU device memory. Our experimental results
show that PGAbB achieves competitive or superior performance compared to hand-optimized
implementations or existing state-of-the-art graph computing frameworks.

Sparse Exact Factorization Update
Jinhao Chen (Texas A&M University)

To meet the growing need for extended or exact precision solvers, an efficient framework based on
Integer-Preserving Gaussian Elimination (IPGE) has been recently developed which includes
dense/sparse LU/Cholesky factorizations and dense LU/Cholesky factorization updates for column
and/or row replacement. In this paper, we discuss our on-going work developing the sparse
LU/Cholesky column/row-replacement update and the sparse rank-1 update/downdate. We first



present some basic background for the exact factorization framework based on IPGE. Then we give
our proposed algorithms along with some implementation and data-structure details. Finally, we
provide some experimental results showcasing the performance of our update algorithms.
Specifically, we show that updating these exact factorizations can be typically 10x to 100x faster
than (re-)factorizing the matrices from scratch.

Toward Scalable Data Processing in Python with CLIPPy
Peter Pirkelbauer (Lawrence Livermore National Laboratory, University of Central Florida)

The Python programming language has become a popular choice for data scientists. While easy to
use, the Python language is not well suited to drive data science on large scale systems.

This paper presents a first prototype of CLIPPy (Command line interface plus Python), a user-side
interface in Python that connects to high-performance computing environments with non-volatile
memory. CLIPPy queries available executable files and prepares a Python API on the fly. The
executables offer an interface to a backend that can execute on large-scale systems. The
executables can be implemented in any language, for example C++ . CLIPPy and the executables
are loosely coupled and communicate through a JSON based interface.

The underlying philosophy, design challenges, and a prototype implementation that accesses data
stored in non-volatile memory will be discussed.

IA^3: Closing Remarks
Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), John Feo (Pacific Northwest
National Laboratory (PNNL)), Marco Minutoli (Pacific Northwest National Laboratory (PNNL)), Vito
Giovanni Castellana (Pacific Northwest National Laboratory (PNNL))

9:00 am - 5:30 pm

ISAV21: In Situ Infrastructures for Enabling Extreme Scale Analysis and
Visualization

Session Description:



As HPC platforms increase in size and complexity, one significant challenge is the widening gap
between computational capacity and our ability to store data for subsequent analysis. One
promising approach is to perform as much analysis as possible while computed data is still resident
in memory, an approach known as in situ processing. The workshop brings together researchers,
developers and practitioners from industry, academia and government laboratories who develop,
apply and deploy in situ methods in extreme scale, high-performance computing. The purpose is to
present research findings, lessons learned and insights related to developing and applying in situ
methods across a range of science and engineering applications in HPC environments; to explore
topics like opportunities presented by new architectures, application requirements and gaps and
best practices; to serve as a “center of gravity” for researchers, practitioners and users/consumers of
in situ methods and infrastructure in the HPC space.

ISAV21: Introduction – In Situ Infrastructures for Enabling Extreme-Scale Analysis and Visualization
Sean Ziegeler (DoD High Performance Computing Modernization Program, General Dynamics
Information Technology)

ISAV21: Opening
Silvio Rizzi (Argonne National Laboratory (ANL))

ISAV21: Best Paper Award
Sean Ziegeler (DoD High Performance Computing Modernization Program)

ISAV21: Invited Speaker –3D CFD In-Situ Co-Processing for Turbomachinery Design
Axel Gerstenberger (Rolls-Royce Deutschland)

Replacing gas turbine engine and rig tests with virtual simulation-based testing requires more
accurate physical and mathematical models as well as more detailed geometry and realistic
boundary conditions. However, the improved accuracy is achieved at the cost of ever increasing
demands on the HPC systems. Among others, IO bandwidth for reading and writing solver results
to disk and the space it takes to store those results are major limitations for our current simulation



needs. As a remedy, in-situ co-processing has been identified as a key ingredient to overcome those
IO difficulties, which not only saves time, but enables new simulation areas that were simply not
possible on limited HPC resources before.

This presentation gives an overview on where co-processing is needed within Rolls-Royce. It then
illustrates how several in-situ approaches, in particular Catalyst, Libsim, Sensei, and
ScoreBoard/Kombyne, were assessed and implemented within the LuFo project PRESTIGE. For
illustration, a number of example simulations demonstrate the usefulness of in-situ capabilities for
Rolls-Royce CFD applications. Finally, future steps are outlined to further improve on this initial
implementation.

ISAV21: Morning Break (10-10:30)

LOOM: Interweaving Tightly Coupled Visualization and Numeric Simulation Framework
Joao Barbosa (University of Minho, Portugal)

Post-hoc high-fidelity scientific visualization (HSV) of numerical simulations (NS) requires multiple
I/O check-pointing to inspect the simulation progress. The costs of these I/O is high and can grow
exponentially with increasing problem sizes. In situ HSV dispenses with costly I/O, but requires
additional computing resources (CR) to generate the visualization, increasing power and energy
consumption. In this paper we present LOOM, a new interweaving approach supported by a task
scheduling framework to allow tightly coupled in situ visualization without adding to the NS
runtime. The approach exploits idle time of the NS, due to workload imbalances, to perform the
visualization. Execution time and power requirements are minimized by sharing the same CR
among NS and visualization. We demonstrate that LOOM reduces time to visualization by 3x
compared to a traditional non-interwoven pipeline. Our results here demonstrate good potential for
additional gains for large distributed-memory use cases with larger interleaving opportunities.

Developing and Evaluating In Situ Visualization Algorithms Using Containers
Michael Will (Technische Universität Kaiserslautern)

Fundamental research into in situ visualization and analysis techniques is difficult to access for
visualization researchers due to the overwhelming complexity and effort of constructing and
managing in situ software stacks that allow reproducible evaluation of novel in situ visualization
and analysis techniques. To address this problem, we describe EZ-ISAV, work-in-progress towards
a framework for easy construction of customizable in situ pipelines in container images. Designed



for portability and ease of use, these images are intended to serve as proof-of-concept cases for in
situ visualization and analysis research. Furthermore, we describe the EZ-ISAV repository, an open
repository of turn-key, ready-made container images that can strongly reduce the overhead of
developing and evaluating in situ techniques and provide improved reproducibility and portability of
in situ visualization research.

Lightweight Interface for In Situ Analysis and Visualization of Particle Data
Pascal Grosset (Los Alamos National Lab)

As simulations get larger and produce more data, domain scientists are increasingly using in situ
methods to analyze and visualize data as they are being produced. Most tools for in situ, which
allow domain scientists to monitor their simulations, such as ParaView Catalyst and VisIt Libsim,
tend to be bulky and require the scientist to request and wait for compute nodes or download full
datasets (of the order of terabytes or petabytes) on desktops/laptops for analysis. In this paper, we
present a very lightweight framework that allows users to visualize snapshots of a simulation
without having to request additional compute nodes from a supercomputer when analysis or
visualization is needed or download full datasets. We extend the Seer framework, an open-source
in situ framework, to sub-sample and store simulation data, which can then be accessed and
manipulated from the user's local machine using a dashboard created using Plotly's Dash interface.

ISAV21: Lunch Break (12:30-2)

In Situ Climate Modeling for Analyzing Extreme Weather Events
Soumya Dutta (Los Alamos National Laboratory)

The study of many extreme weather events requires simulations with high spatiotemporal data that
can grow in size quickly. Storing the raw data from such a large-scale simulation for traditional post
hoc analyses is soon going to be prohibitive as the data generation speed is outpacing the data
storage capability. In situ analysis has emerged as a solution to this problem; data is analyzed when
it is being produced, bypassing the slower disk I/O. In this work, we develop an in situ analysis for
Energy Exascale Earth System Model and propose an algorithm for analyzing the impacts of
sudden stratospheric warmings (SSWs), which can cause extreme cold temperature outbreaks at
the surface, resulting in hazardous weather and disrupting many socioeconomic sectors. We detect
SSWs and model the surface temperature distributions in situ and show that post hoc analysis
using the distribution models can predict the impact of SSWs.



In Situ Data-Driven Analysis and Learning of Turbulence Closures at Scale
Riccardo Balin (Argonne National Laboratory)

Large eddy simulation, which requires modeling of the sub-grid stress (SGS) tensor, offers a
compromise between accuracy and efficiency of computations of turbulence flows. Data-driven
approaches, such as neural networks (NN), have recently emerged and present encouraging results
for improved predictive capacity over traditional state of the art models. However, these NN models
must be trained on instantaneous high-fidelity turbulent data. While this is feasible for smaller
computations, learning from complex flows requires multi-terabyte databases. The work presented
offers a solution to this limitation by performing in situ learning, wherein the SGS NN model is
trained concurrently with the flow simulation producing the data. The proposed infrastructure
combines the flow solver PHASTA with a data parallel machine learning algorithm through
SmartSim, which deploys a distributed in-memory cluster (i.e., a database) and provides clients that
can connect to the database from both applications. Implementation on the Theta system shows
promising results.

ISAV21: Afternoon Break (3-3:30)

Automated In Situ Computational Steering Using Ascent’s Capable Yes-No Machine
Cyrus Harrison (Lawrence Livermore National Laboratory)

The life of a multi-physics code user is complicated. Simulation crashes, efficient resource
utilization, and simulation parameter choices are time consuming workflow issues that in- crease a
user’s iteration time. Simulations often don’t provide general tools to support automatically
adapting workflows to the diverse set of problems that multi-physics codes are capable of
simulating. In situ visualization and analysis infrastructures are designed to be general. They are
repositories of shared capability that support multiple simulation codes. Normally, the connection
between simulation and in situ analysis is unidirectional (e.g., render an image or querying the
mesh). In this work, we close the loop between an in situ infrastructure and a simulation, and we
explore opportunities to leverage in situ triggers for automatic computational steering at runtime.
We demonstrate using Ascent’s in situ trigger interface as a capable yes-no machine for controlling
simulation choices.

In-Situ Spatial Inference on Climate Simulations with Sparse Gaussian Processes
Michael Grosskopf (Los Alamos National Laboratory)



As extreme-scale physics simulation becomes increasingly memory and storage expensive, the
ability to access full simulation data for statistical analysis is becoming increasingly limited. The
capability to perform in-situ statistical inference of state variables is becoming increasingly
important for the comprehensive utilization of the huge amounts of information generated by these
simulations. In this work, we report the first results fitting scalable Gaussian process regression to
the state information of an expensive simulation in-situ. For this, spatial regression of near surface
temperature data was performed using Julia coupled to the E3SM climate model. The resulting
sparse Gaussian process model shows strong predictive performance using a small number of
representative observations. These results provide the backbone for more general in-situ spatial
inference with Gaussian process models in complex physics simulations.

Moderator: Sean Ziegeler (DoD High Performance Computing Modernization Program)
Panelist:

While panels often attempt to prognosticate the long-term future, we propose to address the
shorter-term in this discussion. Our moderator will interview the panelists and the audience, both in
person and virtual, on the near-term future of in situ analysis. We wish to explore how in situ
analysis is changing and if it is changing as quickly as it seems to some. How are new technologies
such as networking and solid state storage affecting in situ analysis? What about communications
software and protocols? How are emerging fields such as machine learning beginning to overlap?

ISAV21: Closing
Sean Ziegeler (DoD High Performance Computing Modernization Program)

9:00 am - 5:30 pm

RSE-HPC-2021: Research Software Engineers in HPC: Creating Community,
Building Careers, Addressing Challenges

Session Description:

Research software engineers (RSEs) are critical to the impact of HPC, data science and the larger
scientific community. They have existed for decades, though often not under that name. The past
few years, however, have seen the development of the RSE concept, common job titles and career



paths, the creation of professional networks to connect RSEs and the emergence of RSE groups at
universities, national laboratories and industry.

This workshop will bring together RSEs and allies involved in HPC, from all over the world, to grow
the RSE community by establishing and strengthening professional networks of current RSEs and
RSE leaders. We’ll discuss current activities and plans of national RSE organizations, discuss needs
of RSEs and RSE groups and write a report on ways RSE organizations can help address these
issues. Most of the workshop will be spent in interactive discussions, preceded by invited addresses
and several shorter talks.

RSE-HPC: Welcome and Overview

Conversation: Exascale Computing and Research Software

RSE-HPC: Morning Break (10-10:30)

Short Talks: RSE Support and Training

RSE-HPC: Short Break



Breakout Discussions: RSE Support and Training

RSE-HPC: Lunch Break (12:30-2)

Moderator:
Panelist:

Panel discussion: What role(s) do RSEs play in the HPC community? What kind of support do they
need?

RSE-HPC: Afternoon Break (3-3:30)

Conversation: RSEs and HPC in China

RSE-HPC: Short Break

Moderator:
Panelist:

Panel discussion: What challenges do RSEs in different parts of the world face in building



communities?

RSE-HPC-2021: Wrapup

9:00 am - 5:30 pm

SuperCheck-SC21: Second International Symposium on Checkpointing for
Supercomputing

Session Description: As a primary approach to fault-tolerant computing, Checkpoint/Restart (C/R) is
essential to a wide range of high performance computing (HPC) communities. While there has been
much C/R research and tools development, continued C/R research is indispensable to keep pace
with ever-changing HPC architectures, technologies, and workloads. More effort is also needed to
narrow the gap between proof-of-concept C/R research codes and production-quality codes
capable of deployment in real-world workloads. In this workshop, we will bring together C/R
researchers and tools developers, practitioners, application developers, and end users to focus on
C/R research and successes in production use, motivating the development of usable C/R tools, the
closing of the gap between state-of-the-art research and production, and the harnessing of the full
benefits of C/R for the HPC community.

As a primary approach to fault-tolerant computing, Checkpoint/Restart (C/R) is essential to a wide
range of HPC communities. While there has been much C/R research and tools development,
continued C/R research is indispensable to keep pace with ever-changing HPC architectures,
technologies and workloads. More effort is also needed to narrow the gap between proof-of-
concept C/R research codes and production-quality codes capable of deployment in real-world
workloads. In this workshop, we will bring together C/R researchers and tools developers,
practitioners, application developers and end users to focus on C/R research and successes in
production use, motivating the development of usable C/R tools, the closing of the gap between
state-of-the-art research and production, and the harnessing of the full benefits of C/R for the HPC
community. Paper submissions will be peer-reviewed, and a venue for accepted papers will be
identified. We especially encourage PhD students and HPC end users to participate.



SuperCheck-SC21: Opening Remarks
Zhengji Zhao (National Energy Research Scientific Computing Center (NERSC))

SuperCheck-SC21: Plenary Talk – Let’s Make MPI and Checkpoint-Restart Libraries Work Better
Together
Anthony Skjellum (University of Tennessee, Chattanooga)

In this SuperCheck plenary, the audience will undoubtedly hear about newer and better ways to
checkpoint and restart scalable, typically MPI+X (where X=GPU or OpenMP or other accelerator),
applications. This plenary reviews all the pieces that make up an MPI+X application. It looks at
silos, policies, and opportunities for communities to work better together. As a designer of message
passing libraries for over 30 years and MPI implementations since its inception, this speaker seeks
to bring his perspective on "the other components" such as resource managers and Checkpoint-
Restart (CPR) libraries. Since this is a SuperCheck workshop, focus on MPI+X with CPR will be in
the forefront, but interactions with other important components ---including what we could do
better --- is mentioned. Opportunities for standardization of more interfaces are described.

The following themes are considered:

* The goal of using MPI+X applications in places where resources are more ephemeral or subject to
major cost changes, motivating malleability;

* An MPI-designer's viewpoint of how checkpoint restart systems (both explicit and transparent) fit
within a more open policy, integrated world;

* What MPI-5 and beyond could or should do to help the entire program stack work better
including the CPR library; and

* The lack of open, potentially standardized mechanisms for multiple components to work smoothly
to manage malleable resources, faults, migration, etc.

SuperCheck-SC21: Morning Break (10-10:30)



Toward Aggregated Asynchronous Checkpointing
Mikaila Gossman (Clemson University)

High-Performance Computing (HPC) applications need to check-point massive data sizes at scale
with increasing frequency. Multi-level asynchronous checkpoint runtimes like VELOC (Very Low
Overhead Checkpoint Strategy) are gaining popularity among application scientists for their ability
to leverage fast node-local storage and flush independently to stable, external storage (e.g.,
parallel file systems) in the background. Currently, VELOC adopts a one-file-per-process flush
strategy, which results in a large number of files being written to external storage, thereby
overwhelming metadata servers and making it difficult to transfer and access checkpoints as a
whole. This paper discusses the challenges and opportunities of designing aggregation techniques
for asynchronous multi-level checkpointing. To this end, we implement and studied two
aggregation strategy, study their limitations and propose a new aggregation strategy specifically
for asynchronous multi-level checkpointing.

Checkpoint-Restart Libraries Must Become More Fault Tolerant
Anthony Skjellum (University of Tennessee, Chattanooga; SimCenter)

Production MPI codes need checkpoint-restart (CPR) support. Clearly, checkpoint-restart libraries
must be fault tolerant lest they open up a window of vulnerability for failures with byzantine
outcomes. But, certain popular libraries that leverage MPI are evidently not fault tolerant.
Nowadays, fault detection with automatic recovery without batch requeueing is a strong
requirement for production environments. Thus, allowing deadlock and setting long timeouts are
suboptimal for fault detection even when paired with conservative recovery from the penultimate
checkpoint.

When MPI is used as a communication mechanism within a CPR library, such libraries must offer
fault-tolerant extensions with minimal detection, isolation, mitigation, and potential recovery
semantics to aid the CPR's library fail-backward. Communication between MPI and the checkpoint
library regarding system health may be valuable. For fault-tolerant MPI programs (e.g., using APIs
like FA-MPI, Stages/Reinit, or ULFM), the checkpoint library must cooperate with the extended
model or else invalidate fault-tolerant operation.

SuperCheck-SC21: Invited Talk – How Realtime Supercomputing Is Powering New Models of
Experimental Science
Deborah Bard (Lawrence Berkeley National Laboratory (LBNL))

Computing has been an important part of the scientists toolkit for decades, but the increasing
volume and complexity of scientific datasets is transforming the way we think about the use of



computing for experimental science. DOE supercomputing facilities have begun to expand services
and provide new capabilities in support of experiment workflows via powerful computing, storage
and networking systems. Experiment teams increasingly look to HPC centers for realtime data
analysis to monitor, steer and analyse a running experiment. In this talk I will introduce how
supercomputing at NERSC is being leveraged in experimental science to change the way we collect
and analyze data in fields as diverse as particle physics, cosmology, materials science and structural
biology. Through case studies and real-life challenges, I will describe the science requirements that
are driving our work, and how this translates into technical innovations with a particular focus on
scheduling and policy decisions.

MANA-2.0: A Future-Proof Design for Transparent Checkpointing of MPI at Scale
Yao Xu (Northeastern University), Zhengji Zhao (National Energy Research Scientific Computing
Center (NERSC))

MANA-2.0 is a scalable, future-proof design for transparent checkpointing of MPI-based
computations. Its network transparency ("network-agnostic'') feature ensures that MANA-2.0 will
provide a viable, efficient mechanism for transparently checkpointing MPI applications on current
and future supercomputers. MANA-2.0 is an enhancement of previous work, the original MANA,
which interposes MPI calls, and is a work in progress intended for production deployment.
MANA-2.0 implements a series of new algorithms and features that improve MANA’s scalability
and reliability, enabling transparent checkpoint-restart over thousands of MPI processes.
MANA-2.0 is being tested on today's Cori supercomputer at NERSC using Cray MPICH library over
the Cray GNI network, but it is designed to work over any standard MPI running over an arbitrary
network.

Two widely-used HPC applications were selected to demonstrate the enhanced features of
MANA-2.0: GROMACS, a molecular dynamics simulation code with frequent point-to-point
communication, and VASP, a materials science code with frequent MPI collective communication.
Perhaps the most important lesson to be learned from MANA-2.0 is a series of algorithms and data
structures for library-based transformations that enable MPI-based computations over MANA-2.0
to reliably survive the checkpoint-restart transition.

SuperCheck-SC21: Lunch Break (12:30-2)

Evaluating Multi-Level Checkpointing for Distributed Deep Neural Network Training
Quentin Anthony (X-ScaleSolutions, Ohio State University)



Deep learning (DL) applications are becoming one of the most important applications for HPC and
cloud systems. The massive datasets and deep neural networks (DNN) used by DL applications
introduce many HPC challenges. Therefore, HPC checkpoint/restart tools are an attractive choice.
However, most data-parallel DL training jobs use a naive scheme called root checkpointing, which
is subject to blocking semantics and straggling forward progress. In this work, we apply a multi-
level checkpointing tool (SCR-Exa) to distributed DL applications. We examine the performance of
two DNN models at scale on Lassen (a leading TOP500 system), while ensuring the DNN's
accuracy is maintained after restart from simulated system failures. Our test results show that
multi-level checkpointing schemes are able to achieve nearly constant overhead at scale. To the
best of our knowledge, this study presents the first evaluation to demonstrate strong scalability of a
checkpointing scheme for distributed DL without making framework-specific changes.

Erasure-Coding-Based Fault Tolerance for Recommendation Model Training
Jack Kosaian (Carnegie Mellon University)

Deep-learning-based recommendation models (DLRMs) are widely deployed to serve personalized
content. DLRMs are trained by distributing the model across the memory of tens/hundreds of
servers. Server failures are common in such settings, and must be mitigated for training to progress.
Checkpointing is the primary approach used for fault tolerance in these systems, but incurs
significant training-time overhead. As checkpointing overhead increases with DLRM size,
checkpointing is slated to become an even larger overhead as DLRMs grow. This calls for rethinking
fault-tolerant DLRM training.

We present ECRM, a DLRM training system that achieves efficient fault tolerance using erasure
coding. ECRM chooses which DLRM parameters to encode, efficiently updates parities, and enables
training to proceed without pauses. Compared to checkpointing, ECRM reduces training-time
overhead, recovers from failures faster, and allows training to proceed during recovery. These
results show the promise of erasure coding in enabling efficient fault tolerance for DLRM training.

SuperCheck-SC21: Afternoon Break (3-3:30)

Moderator: Rebecca Hartman-Baker (Lawrence Berkeley National Laboratory (LBNL))
Panelist: Gene Cooperman (Northeastern University), Bogdan Nicolae (Argonne National
Laboratory (ANL)), Sarp Oral (Oak Ridge National Laboratory (ORNL)), Eric Roman (Lawrence
Berkeley National Laboratory (LBNL)), John Shalf (Lawrence Berkeley National Laboratory (LBNL))



Checkpoint/restart (C/R) tools of the past and present are constrained by the software and
hardware architectures of the systems they are developed to run upon. They then chase the
underlying hardware architecture as it evolves. In practical terms, this means C/R tools may not be
ready to use until midway through the life span of a cutting-edge supercomputing system. This has
been severely limiting HPC communities from reaping the benefits of C/R. Given the fact that
software and hardware are fast evolving and becoming more complicated and heterogeneous, the
development cycles for C/R tools will be getting longer to support new hardware and the
workloads on it. Can checkpointing tools ever catch up with fast-changing HPC architectures,
technologies, and workloads?

This panel brings together experts on both application-level and transparent checkpointing,
operating systems, I/O and storage systems, computer architectures and future technologies to
debate and discuss the most productive approaches for developing ready-to-use checkpointing
tools for future HPC systems.

Survey on Checkpoint/Restart
Donglai Dai (X-ScaleSolutions)

This survey is presented by X-ScaleSolutions, LLC to the attendees of the SuperCheck-SC21
symposium held in conjunction with the SC21 conference.

The overall goal of the questions below (40 in total) is to gather information about existing and
potential customer needs in general in this community. Specifically, we focus on the following:

● Customer search o Identify who and what applications use checkpointing tools actively on what
system software stacks o Prioritize those who and what applications could potentially benefit the
most by using a checkpointing tool ● Identify functionality gaps o Are there common needs that are
not currently well supported in existing tools like BLCR, DMTCP, FTI, SCR, VeloC, etc

We encourage attendees to participate this survey. The final results of the survey will be shared
with all participants via emails after the workshop.

SuperCheck-SC21: Closing Remarks
SuperCheck-SC21 Organizers (National Energy Research Scientific Computing Center (NERSC),
Northeastern University)



C/R Collaboration Updates
Zhengji Zhao (National Energy Research Scientific Computing Center (NERSC)), Rebecca Hartman-
Baker (National Energy Research Scientific Computing Center (NERSC)), Gene Cooperman
(Northeastern University), Devesh Tiwari (Northeastern University)

We invite the interested SuperCheck-SC21 participants to join this informal discussion on a
potential collaboration on motivating the development of usable C/R tools for the current and
future HPC systems and promoting the use of C/R tools in production workloads in the HPC
community.

9:00 am - 5:30 pm

Eighth SC Workshop on Best Practices for HPC Training and Education

Session Description:

The inherent wide distribution, heterogeneity and dynamism of the current and emerging high-
performance computing and software environments increasingly challenge cyberinfrastructure
facilitators, trainers and educators. The challenge is how to support and train the current diverse
users and prepare the future educators, researchers, developers and policymakers to keep pace
with the rapidly evolving HPC environments to advance discovery and economic competitiveness
for many generations.

The eighth annual full-day workshop on HPC training and education is an ACM SIGHPC Education
Chapter coordinated effort, aimed at fostering more collaborations among the practitioners from
traditional and emerging fields to explore educational needs in HPC, to develop and deploy HPC
training and to identify new challenges and opportunities for the latest HPC platforms. The
workshop will also be a platform for disseminating results and lessons learned in these areas and
will be captured in a Special Edition of the Journal of Computational Science Education.

Welcome - ACM SIGHPC Education Chapter
Nitin Sukhija (Slippery Rock University of Pennsylvania)



Best Practices for NERSC Training
Yun (Helen) He (Lawrence Berkeley National Laboratory (LBNL)), Rebecca Hartman-Baker
(Lawrence Berkeley National Laboratory (LBNL))

Due to the novel pandemic situation, NERSC began transforming our traditional smaller-scale, on-
site training events to large-scale, fully virtual sessions for our 8,000 users from 800 projects in
2020. This paper describes the key practices we have developed since the start of this
transformation, including: considerations for organizing events; collaborating with other HPC
centers and DOE ECP training program to increase reach and impact of events; targeted emails to
users to increase attendance; efficient management of user accounts for computational resources
access; strategies for preventing Zoom bombing; streamlining the publication of professional-
quality, closed-captioned videos on the NERSC YouTube channel for accessibility; effective
communication channels for Q&A; tailoring training contents for NERSC users via close
collaboration with vendors and presenters; standardized training procedures and publishing of
training materials; and considerations for planning HPC training topics. Most of these practices will
be continued after the pandemic as effective norms for training.

Eighth SC Workshop on Best Practices for HPC Training and Education: Morning Break (10-10:30)

Magic Castle - Enabling Scalable HPC Training through Scalable Supporting Infrastructures
Félix-Antoine Fortin (Laval University, Quebec)

The potential HPC community grows ever wider as methodologies such as AI and big data
analytics push the computational needs of more and more researchers into the HPC space. As a
result, requirements for training are exploding as HPC adoption continues to gather pace. However,
the number of topics that can be thoroughly addressed without providing access to actual HPC
resources is very limited, even at the introductory level. In cases where access to production HPC
resources is available, security concerns and the typical overhead of arranging for account provision
and training reservations make the scalability of this approach challenging.

Magic Castle aims to recreate the supercomputer user experience in public or private clouds. To
define the virtual machines, volumes, and networks that are required in a cloud-provider agnostic
way, it uses the open-source software Terraform and HashiCorp Language (HCL). These resources
are then configured using the configuration management and deployment tool Puppet to replicate a
virtual HPC infrastructure with a full scientific software stack, and including a feature-rich



JupyterHub environment. The final resource is accessible both through a web browser and via SSH,
making it trivially OS agnostic for the trainees.

Through the use of Magic Castle, we demonstrate that it is possible to dynamically provision virtual
HPC system(s) in public or private cloud infrastructure easily, quickly and cheaply. We also show
that such infrastructures can support accelerators and fast interconnects, meaning that they can
still be considered "true" HPC resources.

CyberTraining: Pilot – A Professional Development and Certification Program for
Cyberinfrastructure Facilitators
Henry Neeman (University of Oklahoma), Dana Brunson (Internet2), Dirk Colbry (Michigan State
University)

This CyberTraining pilot project is initiating the Certified Cyberinfrastructure Facilitator Training and
Development (CCIFTD) program, a first-of-its-kind, non-matriculated certification of professional
development for Cyberinfrastructure Facilitators. The Cyberinfrastructure (CI) workforce suffers
from a critical deficit of CI Facilitators, who work directly with researchers to advance the
computing-intensive/data-intensive aspects of their research. CCIFTD's purpose is to attest to
proficiency in core skills needed for facilitating computing/data-intensive research, across all
Science, Technology, Engineering and Mathematics (STEM) disciplines. The focus is on crucial
professional/interpersonal skills, and complementary research computing technical topics. CCIFTD
will establish both (A) the set of skills and (B) a means for determining whether a CI Facilitator has
these skills and thus merits certification. This project promotes the progress of science by
accelerating STEM research, in particular by training and certifying a national cohort of research
computing professionals who work directly with STEM researchers to advance the computing/data-
intensive aspects of their research. Such research is becoming increasingly important across all
STEM disciplines, while at the same time large scale and advanced computing is becoming more
challenging to learn. Financial efficiency is achieved via a "train the trainers" approach: every
Facilitator trained by CCIFTD is anticipated to work with dozens or hundreds of researchers over
their career.

Building the Computational and Data Science Workforce
Linda Akli (Southeastern Universities Research Association (SURA)), Tandabany Dinadayalane
(Clark Atlanta University), Ana Gonzalez (University of Puerto Rico at Mayaguez)

Under-representation of minorities and women in the STEM workforce, especially in computing, is a
contributing factor to the Computational and Data Science (CDS) workforce shortage. In 2011, 11
percent of the workforce was African American, while only 6 percent of STEM workers were African
American. Although the Hispanic share of the workforce increased from 3 percent in 1970 to 15



percent in 2011; Hispanics were only 7 percent of the STEM workforce in 2011.

Although some strides have been made in integrating CDS competencies into the university
curriculum, the pace of change has been slow resulting in a critical shortage of sufficiently qualified
students at both the baccalaureate and graduate levels. However, the resource constraints and
large teaching loads can be a more significant barrier at Minority Serving Institutions (MSIs) and
smaller institutions; impeding their ability to quickly respond and make the necessary curriculum
changes.

Seven institutions, including 5 MSIs, are piloting a Computational and Data Science Curriculum
Exchange (C2Exchange) to address the curriculum challenges associated with sustained access to
computational and data science courses in institutions with high percentage enrollment of students
from populations currently under-represented in STEM disciplines.

The goal of the C2Exchange pilot is to create a network for resource constrained institutions to
share CDS courses and increase their capacity to offer CDS minors and certificate programs. The
exchange model facilitates the sharing of curriculum and expertise across institutions for immediate
implementation of some courses and long-term capacity building for new Computational and Data
Science programs.

A Novel Approach to Teaching Software Engineering
S. Charlie Dey (University of Texas), William Allen (University of Texas), Joe Stubbs (University of
Texas)

Eighth SC Workshop on Best Practices for HPC Training and Education: Lunch Break (12:30-2)

INTERSECT: Developing and Delivering Research Software Engineering Training
Jeffrey Carver (University of Alabama), Ian Cosden (Princeton University)

Tailored Computing Instruction for Economics Majors



Richard Lawrence (High Performance Research Computing, Texas A&M University), Zhenhua He
(High Performance Research Computing, Texas A&M University), Dhruva Chakravorty (High
Performance Research Computing, Texas A&M University)

Eighth SC Workshop on Best Practices for HPC Training and Education: Afternoon Break (3-3:30)

Hackathons as a Tool for Advanced Computing Education
S. Charlie Dey (University of Texas), Je'aime Powell (University of Texas)

Mentoring and Twinning Program of EuroCC and Castiel Projects
Martina Blazkova (Barcelona Supercomputing Center (BSC))

Hartree National Centre for Digital Transformation (HNCDI) Explain Program – Accessible
Supercomputing, Data Analytics and AI Training with Industry Context
Nia Alexandrova (Hartree Centre, Science and Technology Facilities Council (STFC), UK)

Moderator: Nitin Sukhija (Slippery Rock University of Pennsylvania)
Panelist: Scott Lathrop (University of Illinois), Elizabeth Bautista (Lawrence Berkeley National
Laboratory (LBNL)), Julie Ma (Massachusetts Institute of Technology (MIT) Lincoln Laboratory)

9:00 am - 5:30 pm



H2RC: Seventh International Workshop on Heterogeneous High-Performance
Reconfigurable Computing

Session Description:

As conventional vonNeumann architectures are suffering from rising power densities, we are facing
an era with power, energy efficiency and cooling as first-class constraints for scalable HPC. FPGAs
can tailor the hardware to the application, avoiding overheads and achieving higher hardware
efficiency than general-purpose architectures. Leading FPGA manufacturers have recently made a
concerted effort to provide a range of higher-level, easier-to-use high-level programming models
for FPGAs, and much of the work in FPGA-based deep learning is built on these frameworks.

Such initiatives are already stimulating new interest within the HPC community around the
potential advantages of FPGAs over other architectures. With this in mind, this workshop, now in its
fifth year, brings together HPC and heterogeneous-computing researchers to demonstrate and
share experiences on how newly-available high-level programming models are already
empowering HPC software developers to directly leverage FPGAs, and to identify future
opportunities and needs for research in this area.

H2RC 2021: Opening Remarks
Jason Bakos (University of South Carolina)

Hardware Specialization for Efficiency and Performance
Derek Chiou (Microsoft Corporation)

H2RC: Morning Break (10-10:30)

ACCL: FPGA-Accelerated Collectives over 100 Gbps TCP-IP



Zhenhao He (ETH Zürich), Daniele Parravicini (Research Labs Xilinx)

Collective operations such as scatter, gather, reduce, etc are utilized broadly to implement
distributed HPC applications and are the target of extensive optimization in all MPI
implementations as well as dedicated collective libraries by accelerator vendors (e.g. NCCL and
RCCL by NVidia and AMD respectively). We present ACCL, an open-source FPGA-accelerated
collectives library designed to serve applications running primarily in Xilinx FPGAs. Compared to
previous collective communication solutions for FPGA, ACCL is flexible and extensible, easily
portable, and fast. We evaluate ACCL up to 8 nodes and demonstrate that ACCL outperforms
OpenMPI over 100 Gbps TCP-IP for large messages.

Near-Data FPGA-Accelerated Processing of Collective and Inference Operations in Disaggregated
Memory Systems
Carsten Heinz (Embedded Systems and Applications Group, TU Darmstadt)

With growing data set sizes, many scientific and data center HPC workloads observe an increasing
scaling imbalance, e.g., between compute and memory capacities. As a solution, disaggregated
system architectures employ spatial distribution of the different resources. They aim for
independent scaling of the different resource kinds (e.g., compute, non-volatile storage, memory),
and use fast communication fabrics for their interconnection.

However, for some bulk operations, such as reductions and collections, it is still beneficial to
perform them close to the memories, avoiding the need to move large volumes of data over the
fabric.

This work realizes a disaggregated system capable of performing such near-data processing (NDP)
operations by extending the distributed memory controllers with hardware-accelerated compute
capabilities. The actual computations execute on FPGAs and can be abstractly described using
C/C++ as compilable by high-level hardware synthesis (HLS) tools.

We have aimed for high usability of our technology also by HPC experts unfamiliar with hardware
design. An automated toolflow encapsulates the creation and deployment of the actual
accelerators in the disaggregated system. The NDP operations execute distributed across all
memory nodes, and are easily accessed using a simple MPI-based programming interface that
requires only minimal effort to use in existing applications.

Our solution is demonstrated using a prototype disaggregated system based on the low-latency
EXTOLL fabric for communication. We evaluate both conventional reductions/collectives as well as
complete machine-learning inference tasks.



Efficient HW and SW Interface Design for Convolutional Neural Networks Using High-Level
Synthesis and TensorFlow
Ashish Mishra (UIUC)

Hardware accelerators have been extensively used for the deployment of convolutional neural
networks (CNNs) as they offer speedup by extracting the parallelism existing in CNNs. The
development of such accelerators spans a large design space. The figures of merit of an accelerator
are its frequency of operation, the number of operations performed per unit time, and supported
configurations and thus it makes the design a multi-objective optimization problem. This work
presents a systematic approach to develop an efficient framework for CNN that qualifies such
merits and can be scaled to different configurations using Xilinx Vitis-HLS. The presented
framework utilizes four copies of a single unified module for executing convolution and pooling in
hardware and uses TensorFlow to run certain layers in software using multiprocessing. The
framework has been evaluated with Squeezenet1.0, VGG16, and Resent50 at 250 MHz clock
frequency on the Xilinx Alveo U250 board achieving 750 GOPS.

Optimizing a Hardware Network Stack to Realize an In-Network ML Inference Application
Marco Hartmann (Technical University of Darmstadt)

FPGAs are an interesting platform for the implementation of network-attached accelerators, either
in the form of smart network interface cards or as In-Network Processing accelerators.

Both application scenarios require a high-throughput hardware network stack. In this work, we
integrate such a stack into the open-source TaPaSCo framework and implement a library of easy-
to-use design primitives for network functionality in modern HDLs. To further facilitate the
development of network-attached FPGA accelerators, the library is complemented by a handy
simulation framework.

In our evaluation, we demonstrate that the integrated and extended stack can operate at or close to
the theoretical maximum, both for the stack itself as well as an network-attached machine learning
inference appliance.

H2RC: Lunch Break (12:30-2)

Optimized Implementation of the HPCG Benchmark on Reconfigurable Hardware
Alberto Zeni (Politecnico Di Milano)



The HPCG benchmark represents a modern complement to the HPL benchmark in the performance
evaluation of HPC systems, as it has been recognized as a more representative benchmark to
reflect real-world applications. While typical workloads become more and more challenging, the
semiconductor industry is battling with performance scaling and power efficiency on next-
generation technology nodes. As a result, the industry is turning towards more customized
compute architectures to help meet the latest performance requirements. In this paper, we present
the details of the first FPGA-based implementation of HPCG that takes advantage of such
customized compute architectures. Our results show that our high-performance multi-FPGA
implementation, using 1 and 4 Xilinx Alveo U280 achieves up to 108.3 GFlops and 346.5 GFlops
respectively, representing speed-ups of 104.1× and 333.2× over software running on a server with
an Intel Xeon processor with no loss of accuracy. We also demonstrate that the FPGA-based
solution achieves comparable performance with respect to modern GPUs and an up to 2.7×
improvement in terms of power efficiency compared to an NVIDIA Tesla V100. Finally, a theoretical
evaluation, based on Berkeley’s Roofline model demonstrates that our implementation is near
optimally tuned on the Xilinx Alveo U280.

A Framework for Customizable FPGA-based Image Registration Accelerators
Davide Conficconi (Politecnico Di Milano)

Image Registration is a highly compute-intensive optimization procedure that determines the
geometric transformation to align a floating image to a reference one. Generally, the registration
targets are images taken from different time instances, acquisition angles, and/or sensor types.
Several methodologies are employed in the literature to address the limiting factors of this class of
algorithms, among which hardware accelerators seem the most promising solution to boost
performance. However, most hardware implementations are either closed-source or tailored to a
specific context, limiting their application to different fields. For these reasons, we propose an open-
source hardware-software framework to generate a configurable architecture for the most
compute-intensive part of registration algorithms, namely the similarity metric computation. This
metric is the Mutual Information, a well-known calculus from the Information Theory, used in
several optimization procedures. Through different design parameters configurations, we explore
several design choices of our highly-customizable architecture and validate it on multiple FPGAs.
We evaluated various architectures against an optimized Matlab implementation on an Intel Xeon
Gold, reaching a speedup up to 2.86×, and remarkable performance and power efficiency against
other state-of-the-art approaches.

H2RC: Afternoon Break (3-3:30)



The Open Cloud Testbed: A Resource for FPGA and Cloud Researchers
Miriam Leeser (Northeastern University)

Enhancing the Scalability of Multi-FPGA Stencil Computations via Highly Optimized HDL
Components
Emanuele Del Sozzo (Politecnico Di Milano)

Stencil-based algorithms are a relevant class of computational kernels in high-performance
systems, as they appear in a plethora of fields, from image processing to seismic simulations, from
numerical methods to physical modeling. Among the various incarnations of stencil-based
computations, Iterative Stencil Loops (ISLs) and Convolutional Neural Networks (CNNs) represent
two well-known examples of kernels belonging to the stencil class. Indeed, ISLs apply the same
stencil several times until convergence, while CNN layers leverage stencils to extract features from
an image. The computationally intensive essence of ISLs, CNNs, and in general stencil-based
workloads, requires solutions able to produce efficient implementations in terms of throughput and
power efficiency. In this context, FPGAs are ideal candidates for such workloads, as they allow
design architectures tailored to the stencil regular computational pattern. Moreover, the ever-
growing need for performance enhancement leads FPGA-based architectures to scale to multiple
devices to benefit from a distributed acceleration. For this reason, we propose a library of HDL
components to effectively compute ISLs and CNNs inference on FPGA, along with a scalable multi-
FPGA architecture, based on custom PCB interconnects. Our solution eases the design flow and
guarantees both scalability and performance competitive with state-of-the-art works.

Device_global: A SYCL Extension Introducing Device-Scoped Allocations to Enhance Performance
and Usability
Michael Kinsner (Intel Corporation), Artem Radzikhovskyy (Intel Corporation)

Field programmable gate arrays (FPGAs) are increasingly targeted by high level programming
languages including C++, OpenCL, SYCL, and DPC++. Device-side language constructs are often
designed first to target graphics processing units (GPUs) due to their proliferation, so there are
design gaps to fill when enhancing languages to target reconfigurable architectures. One key gap in
the SYCL specification is the ability to declare memory shared between kernels or functions on a
single device, which can be implemented using efficient on-chip reconfigurable memory resources
of an FPGA.



This talk will describe a new language extension for DPC++ that will subsequently be proposed for
the next SYCL specification, and which enables device-scope memory allocations that are accessed
like they are global variables. This feature is important for spatial architectures in two ways: (1) it
enables construction and additional optimization using on-chip memory resources; and (2) allows
semantics to be defined around reprogramming and initialization of data in an efficient way for
reconfigurable architectures.

The talk will detail the semantics and optimization opportunities enabled by the extension, aspects
of lifetime and initialization, controls enabling optimization on FPGA (both hints and semantic
modifiers), and divergence from the existing OpenCL/SPIR-V program/module scope variable
features. These benefits combine to close a recurring gap in the device language across
architectures. The device_global feature enables both performance and usability in common coding
patterns, and is the result of significant work that aims to inform the next version of the SYCL
specification.

Portable Compilation of NumPy to FPGAs
Johannes de Fine Licht (ETH Zürich)

While the reconfigurable hardware community has transitioned from RTL to C-based languages,
the HPC community is moving on to Python as the language of choice for application development.
We show how the Data-Centric Parallel Programming (DaCe) framework is a powerful tool to
pursue this trend for FPGA development, allowing NumPy-based Python programs to be compiled
to both Xilinx and Intel FPGAs through a data movement-oriented intermediate representation with
no changes to the original program, providing a high quality baseline amenable to further
optimization. We present results for all 30 kernels from the PolyBench benchmark suite for both
FPGA vendors compiled from the same Python code, preserving high-level semantics to embed
specialized hardware implementations in the code-generated architectures.

Porting In-Compressible Flow Matrix Assembly to FPGAs for Accelerating HPC Engineering
Simulations
Nick Brown (Edinburgh Parallel Computing Centre (EPCC), University of Edinburgh)

Engineering is an important domain for supercomputing, with the Alya model being a popular code
for undertaking such simulations. With ever increasing demand from users to model larger, more
complex systems at reduced time to solution it is important to explore the role that novel hardware
technologies, such as FPGAs, can play in accelerating these workloads on future exascale systems.

In this paper, we explore the porting of Alya's in-compressible flow matrix assembly kernel, which
accounts for a large proportion of the model runtime, onto FPGAs. After describing in detail
successful strategies for optimisation at the kernel level, we then explore sharing the workload



between the FPGA and host CPU, mapping most appropriate parts of the kernel between these
technologies, enabling us to more effectively exploit the FPGA. We then compare the performance
of our approach on a Xilinx Alveo U280 against a 24-core Xeon Platinum CPU and Nvidia V100
GPU, with the FPGA significantly out-performing the CPU and performing comparably against the
GPU, whilst drawing substantially less power. The result of this work is both an experience report
describing appropriate dataflow optimisations which we believe can be applied more widely across
HPC codes, and a performance comparison for this specific workload that demonstrates the
potential for FPGAs in accelerating HPC engineering simulations.

9:00 am - 5:30 pm

WORKS21: 16th Workshop on Workflows in Support of Large-Scale Science

Session Description:

Scientific workflows have been used across scientific domains and have underpinned some of the
most significant discoveries of the past several decades. Workflow systems provide abstraction and
automation which enable a broad range of researchers to easily define sophisticated computational
processes and to execute them efficiently on parallel and distributed computing systems. A
workflow can analyze terabyte-scale datasets, be composed of one million individual tasks, require
coordination between heterogeneous tasks, and manage tasks that execute from milliseconds to
hours. This workshop focuses on the many facets of scientific workflow systems and their
applications, ranging from actual execution to service management and the coordination and
optimization of data, service and job dependencies. The workshop covers a broad range of issues in
workflow lifecycle including: workflows representation; workflow scheduling techniques to
optimize the execution on heterogeneous infrastructures; fault detection; and tolerance.

WORKS21: Welcome
Rosa Filgueira (Heriot-Watt University, Scotland), Rafael Ferreira da Silva (Oak Ridge National
Laboratory (ORNL))

WORKS21: Invited Talk – FAIR Computational Workflows
Carole Goble (University of Manchester)



The FAIR principles (Findable, Accessible, Interoperable, Reusable) have laid a foundation for
sharing and publishing digital assets, starting with data and now extending to all digital objects
including software. The use of computational workflows has accelerated in the past few years
driven by the need for repetitive and scalable data processing, access to and exchange of
processing know-how, and the desire for more reproducible (or at least transparent) and quality
assured processing methods. COVID-19 pandemic has highlighted the value of workflows. Over
290 workflow systems are currently available, although a much smaller number are widely
adopted. As first class, publishable research objects, it seems natural to apply FAIR principles to
workflows. The FAIR data principles themselves originate from a desire to support automated data
processing, by emphasizing machine accessibility of data and metadata. As workflows have a dual
role as software and explicit method description, their FAIR properties draw from both data and
software principles for descriptive metadata, software metrics, and versioning. However, workflows
create unique challenges such as representing a complex lifecycle from specification to execution
via a workflow system, through to the data created at the completion of the workflow. As
workflows are chiefly concerned with the processing and creation of data they have an important
role to play in ensuring and supporting data FAIRification.

The work on defining and improving the FAIRness of workflows has already started. A whole
ecosystem of tools, guidelines and best practices are under development to reduce the time needed
to adapt, reuse and extend existing scientific workflows. For example, a fundamental tenet of FAIR
is the universal availability of machine processable metadata. The European EOSC-Life Cluster has
developed a metadata framework for FAIR workflows based on schema.org, RO-Crate and
Common Workflow Language (CWL), and uses the GA4GH TRS API for a standardised
communication protocol to support Accessibility. It has developed and runs the WorkflowHub
registry which uses both the framework and the protocol to support workflow Findability. EOSC-
Life have made great efforts to on-board community workflow platforms such as Galaxy,
snakemake, nextflow and CWL to carry and use FAIR metadata for discovery and reuse. As FAIR
software needs to be usable and not just reusable, EOSC-Life has also developed services for, e.g.
workflow testing (LifeMonitor), execution and benchmarking.

The Interoperability principle is the hardest to unpack for both data and software. For workflows,
interoperability follows two threads: (i) supporting workflow system interoperability through
workflow descriptions independent of the underlying system (e.g. CWL and WDL) and (ii) workflow
component composability. Workflows are ideally composed of modular building blocks and these
and the workflows themselves are expected to be reused, refactored, recycled and remixed. Thus,
FAIR applies "all the way down": at the specification and execution level, and for the whole
workflow and each of its components. Composability also relates to reuse – that is, adapting, a
workflow or its component “can be understood, modified, built upon or incorporated into other
workflow”. Reuse challenges also include being able to capture and then move workflow



components, dependencies, and application environments in such a way as not to affect the
resulting execution of the workflow. Interoperability and Reusability present important obligations
on software developers to ensure that tools and datasets are workflow ready data with clean I/O
programmatic interfaces, no usage restrictions, use of community data standards, and that they are
simple to install and designed for portability. Workflow developers can be both data-FAIR, by using
and making identifiers, licensing data outputs, tracking data provenance and so on, and workflow-
FAIR by managing versions, providing test data, and sharing libraries of composable and reusable
workflow “blocks”. Communities are working on reviewing, validating and certifying canonical
workflows.

While there are emerging tools for addressing different aspects of FAIR workflows, many
challenges remain for describing, annotating, and exposing scientific workflows so that they can be
found, understood and reused by other scientists. Further work is required to understand use cases
for reuse and enable reuse in the same or different environments. The FAIR principles for workflows
need to be community-agreed before metrics can be considered to determine whether a workflow
is FAIR, whether a workflow repository or registry is FAIR, and whether it is possible to
automatically review whether a workflow’s dataflow is FAIR. Community activism, perhaps led by
the platforms and registries coming together in a community group like WorkflowsRI, is needed to
define principles, policies and best practices for FAIR workflows and to standardize metadata
representation and collection processes. In this talk I will present current work on FAIR principles,
practices and services for computational workflows, using developments in the European EOSC-
Life Workflow Collaboratory and the Bioexcel Centre of Excellence.

WORKS21: Morning Break (10-10:30)

A Recommender System for Scientific Datasets and Analysis Pipelines
Gregory Kiar (Child Mind Institute), Tristan Glatard (Concordia University)

Scientific datasets and analysis pipelines are increasingly being shared publicly in the interest of
open science. However, mechanisms are lacking to reliably identify which pipelines and datasets
can appropriately be used together. Given the increasing number of high-quality public datasets
and pipelines, this lack of clear compatibility threatens the findability and reusability of these
resources. We investigate the feasibility of a collaborative filtering system to recommend pipelines
and datasets based on provenance records from previous executions. We evaluate our system
using datasets and pipelines extracted from the Canadian Open Neuroscience Platform, a national
initiative for open neuroscience. The recommendations provided by our system (AUC=0.83) are



significantly better than chance and outperform recommendations made by domain experts using
their previous knowledge as well as pipeline and dataset descriptions (AUC=0.63). In particular,
domain experts often neglect low-level technical aspects of a pipeline-dataset interaction, such as
the level of pre-processing, which are captured by a provenance-based system. We conclude that
provenance-based pipeline and dataset recommenders are feasible and beneficial to the sharing
and usage of open-science resources. Future work will focus on the collection of more
comprehensive provenance traces, and on deploying the system in production.

Intelligent Resource Provisioning for Scientific Workflows and HPC
Benjamin T. Shealy (Clemson University, Electrical and Computer Engineering)

Scientific workflows and high-performance computing (HPC) systems are critically important to
modern scientific research. In order to perform scientific experiments at scale, domain scientists
must have knowledge and expertise in software and hardware systems that are highly complex
and rapidly evolving. While computational expertise will be essential for domain scientists going
forward, any tools or practices that reduce this burden for domain scientists will greatly increase
the rate of scientific discoveries. One such example is knowing ahead of time the resource usage
patterns of an application for the purpose of resource provisioning. A tool that accurately estimates
these resource requirements would benefit HPC users in many ways, by reducing job failures and
queue times on traditional HPC systems and reducing costs on cloud computing systems. In this
work we present Tesseract, a semi-automated tool that predicts resource usage for any application
on any computing platform, from historical data, with minimal input from the user. We employ
Tesseract to predict runtime, memory usage, and disk usage for a diverse set of scientific
workflows, and in particular we show how these resource estimates can prevent under-
provisioning.

Not All Tasks Are Created Equal: Adaptive Resource Allocation for Heterogeneous Tasks in
Dynamic Workflows
Thanh Son Phung (University of Notre Dame)

Users running dynamic workflows in distributed systems usually have inadequate expertise to
correctly size the allocation of resources (cores, memory, disk) to each task due to the difficulty in
uncovering the obscure yet important correlation between tasks and their resource consumption.
Thus, users typically pay little attention to this problem of allocation sizing and either simply apply
an error-prone upper bound of resource allocation to all tasks, or delegate this responsibility to
underlying distributed systems, resulting in substantial waste from allocated yet unused resources.
In this paper, we will first show that tasks performing different work may have significantly different
resource consumption. We will then show that exploiting the heterogeneity of tasks is a desirable
way to reveal and predict the relationship between tasks and their resource consumption, reduce
waste from resource mis-allocation, increase tasks’ consumption efficiency, and incentivize users’



cooperation. We have developed two info-aware allocation strategies capitalizing on this
characteristic and will show their effectiveness through simulations on two modern applications
with dynamic workflows and five synthetic datasets of resource consumption. Our results show
that info-aware strategies can cut down up to 98.7% of the total waste incurred by a best-effort
strategy, and increase the efficiency in resource consumption of each task on average anywhere up
to 93.9%.

WORKS21: Q&A Session 1

Learning Fundamental Workflow Concepts with EduWRENCH
Henri Casanova (University of Hawaii at Manoa)

VisDict: Enhancing the Communication between Workflow Providers and User Communities via a
Visual Dictionary
Sandra Gesing (Discovery Partner Institute, University of Illinois Chicago)

Workflows have proved to be an excellent medium for representing scientific methods and for
enhancing the efficiency and reproducibility of computational tasks. There is a strong need for close
collaboration and intensive communication with domain scientists to successfully translate high-
impact scientific methods into workflows. While there is a trend to make workflow editors and
workflow dashboards as intuitive as possible, there is a lack of tools that support direct
communication between scientists and workflow providers. The envisioned VisDict science
gateway addresses this gap by providing a visual dictionary, translating terms, jargon, and concepts
between research domains and workflow providers. The goal is to avoid misunderstandings, i.e.
resulting from using the same word in different meanings such as the term ’experiment‘.

Coordinating Dynamic Ensemble Calculations with libEnsemble
Stephen Hudson (Argonne National Laboratory (ANL)), John-Luke Navarro (Argonne National
Laboratory (ANL))

libEnsemble is a Python library to coordinate the concurrent evaluation of dynamic ensembles of
calculations. The library is developed to use massively parallel resources to accelerate the solution
of design, decision, and inference problems and to expand the class of problems that can benefit
from increased concurrency levels. This talk gives an overview of the libEnsemble package,



highlighting the unique front-end, modular design, and the capability to run on a large range of
platforms from laptops to thousands of compute nodes on supercomputers.

WORKS21: Q&A Session 2

WORKS21: Lunch Break (12:30-2)

Dynamic Heterogeneous Task Specification and Execution for In Situ Workflows
Orcun Yildiz (Argonne National Laboratory (ANL))

Today’s science campaigns consist of multiple tasks with wide-ranging data and computing
requirements, and rarely are all the required capabilities found in current in situ workflow systems.
In this work, we explore providing increased capabilities for scientific computing by bringing new
capabilities to in situ workflows: a flexible interface for workflow specification, heterogeneous task
placement, and dynamic changes to the workflow task graph. We evaluate our approach using
materials science and cosmology use cases. Our results show that our approach (i) can save time
and resources in science workflows exhibiting dynamic patterns by enabling dynamic workflow
changes during their lifetime; (ii) enables easier specification of large-scale workflows consisting of
subgraphs and ensemble computations; (iii) efficiently coordinates heterogeneous tasks by
enabling free intermixing of time and space partitioning, thus resulting in time and space savings.

An Adaptive Elasticity Policy For Staging Based In-Situ Processing
Zhe Wang (Rutgers University), Matthieu Dorier (Argonne National Laboratory (ANL)), Pradeep
Subedi (University of Utah), Philip E. Davis (University of Utah), Manish Parashar (University of
Utah)

In-situ processing alleviates the gap between computation and I/O capabilities by performing data
analysis close to the data source. With simulation data varying in size and content during workflow
execution, it becomes necessary for in-situ processing to support resource elasticity, i.e., the ability
to change resource configurations such as the number of computing nodes/processes during
workflow execution. An elastic job may dynamically adjust resource configurations; it may use a
few resources at the beginning but uses more resources towards the end of the job when



interesting data appears. However, it is hard to predict a priori how many computing
nodes/processes need to be added/removed during the workflow execution to adapt to changing
workflow needs. How to efficiently guide elasticity operations, such as growing or shrinking
process quantity used for in-situ processing during workflow execution, is an open-ended research
question. In this paper, we present an adaptive elasticity policy that adopts workflow runtime
information collected online to predict how to trigger the addition and removal of processes in order
to minimize in-situ processing overheads. We integrate the presented elasticity policy into a
staging-based elastic workflow and evaluate its efficiency in multiple elasticity scenarios. The
results indicate that an adaptive elasticity policy can save overhead in finding a proper resource
configuration when compared with a static policy that uses a fixed number of processes for each
rescaling operation. Finally, we discuss multiple existing research opportunities of elastic in-situ
processing from different aspects.

WORKS21: Q&A Session 3

WORKS21: Afternoon Break (3-3:30)

The Benefits of Prefetching for Large-Scale Cloud-Based Neuroimaging Analysis Workflows
Valerie Hayot-Sasson (Concordia University)

To support the growing demands of neuroscience applications, researchers are transitioning to
cloud computing for its scalable, robust and elastic infrastructure. Nevertheless, large datasets
residing in object stores may result in significant data transfer overheads during workflow
execution. Prefetching, a method to mitigate the cost of reading in mixed workloads, masks data
transfer costs within processing time of prior tasks. We present an implementation of “Rolling
Prefetch”, a Python library that implements a particular form of prefetching from AWS S3 object
store, and we quantify its benefits.

Rolling Prefetch extends S3Fs, a Python library exposing AWS S3 functionality via a file object, to
add prefetch capabilities. In measured analysis performance of a 500 GB brain connectivity dataset
stored on S3, we found that prefetching provides significant speed-ups of up to 1.86×, even in
applications consisting entirely of data loading. The observed speed-up values are consistent with



our theoretical analysis. Our results demonstrate the usefulness of prefetching for scientific data
processing on cloud infrastructures and provide an implementation applicable to various application
domains.

ExaWorks: Workflows for Exascale
Dong Ahn (Lawrence Livermore National Laboratory), Kyle Chard (University of Chicago, Argonne
National Laboratory (ANL)), Daniel Laney (Lawrence Livermore National Laboratory)

Exascale computers will offer transformative capabilities to combine data-driven and learning-
based approaches with traditional simulation applications to accelerate scientific discovery and
insight. These software combinations and integrations, however, are difficult to achieve due to
challenges of coordination and deployment of heterogeneous software components on diverse and
massive platforms. We present the ExaWorks project, which can address many of these challenges:
ExaWorks is leading a co-design process to create a workflow. SDK consisting of a wide range of
workflow management tools that can be composed and interoperate through common interfaces.
We describe the initial set of tools and interfaces supported by the SDK, efforts to make them
easier to apply to complex science challenges, and examples of their application to exemplar cases.
Furthermore, we discuss how our project is working with the workflows community, large
computing facilities as well as HPC platform vendors to sustainably address the requirements of
workflows at the exascale.

WORKS21: Q&A Session 4

A Lightweight GPU Monitoring Extension for Pegasus Kickstart
George Papadimitriou (University of Southern California, Information Sciences Institute; Information
Sciences Institute)

This presentation presents a lightweight tool to capture monitoring information from Nvidia GPUs.
The tool is an extension of the Pegasus Kickstart wrapper designed for monitoring CPU-based
workflow jobs.

A Performance Characterization of Scientific Machine Learning Workflows
Patrycja Krawczuk (University of Southern California (USC)), George Papadimitriou (University of
Southern California, Information Science Institute)

Scientific workflows are one of the well-established pillars of modern large-scale computational



science. More recently, scientists have started to leverage machine learning (ML) capabilities in their
workflows, leading to a new category of scientific workflows, denoted as scientific ML workflows.
ML is not only about training and inference, modern ML workflows also involve complex data
processing steps before the training can start, which are not often accounted for in most
performance studies. In this work, we consider scientific ML workflows, from data pre-processing to
training, inference, and model evaluation. We aim to explore (i) how scientific ML workflows differ
from more traditional scientific workflows and; (ii) how we can characterize ML workflows both in
terms of execution time and data movements when executing on an exemplary cloud platform. We
select three representative workflows, ranging from image classification to natural language
processing and image segmentation, which have been executed using the academic cloud platform,
Chameleon. We build four realistic deployment scenarios for each workflow, which stress data
movements during workflow executions. Then, we compare the performance observed when
utilizing these different configurations and study how different settings impact overall workflows
performance and efficiency when running on cloud infrastructures. Finally, we summarize our
findings and discuss performance impacts when augmenting scientific workflows with ML
techniques and how traditional workflow management systems can improve their support for such
workflows.

Science Capsule: Toward Sharing and Reproducibility of Scientific Workflows
Devarshi Ghoshal (Lawrence Berkeley National Laboratory (LBNL))

Workflows are increasingly processing large volumes of data from scientific instruments,
experiments and sensors. These workflows often consist of complex data processing and analysis
steps that might involve human in the loop, and use a diverse set of analysis tools. Sharing and
reproducing these workflows with collaborators and the larger community is critical but hard to do
without the entire context of the workflow including user notes and execution environment. In this
paper, we introduce Science Capsule that automatically captures and processes events associated
with the execution and data life cycle of workflows, and provides ways to enhance the information
with user artifacts. It also allows users to create 'workflow snapshots' that keep track of the
different versions of a workflow and their lineage, allowing scientists to incrementally share and
extend workflows between users. Our results show that Science Capsule is capable of processing
and organizing events in near real-time for high-throughput experimental and analysis workflows
without incurring any significant performance overheads.

WORKS21: Q&A Session 5



9:00 am - 5:30 pm

PMBS21: The 12th International Workshop on Performance Modeling,
Benchmarking and Simulation of High-Performance Computer Systems

Session Description:

The PMBS21 workshop is concerned with the comparison of high-performance computing systems
through performance modeling, benchmarking or through the use of tools such as simulators. We
are particularly interested in research which reports the ability to measure and make tradeoffs in
software/hardware co-design to improve sustained application performance. We are also keen to
capture the assessment of future systems.

The aim of this workshop is to bring together researchers, from industry and academia, concerned
with the qualitative and quantitative evaluation and modeling of high-performance computing
systems. Authors are invited to submit novel research in all areas of performance modeling,
benchmarking and simulation, and we welcome research that brings together current theory and
practice. We recognize that the term 'performance' has broadened to include power consumption
and reliability, and that performance modeling is practiced through analytical methods and
approaches based on software tools and simulators.

PMBS21: Introduction and Welcome

Memory Demands in Disaggregated HPC: How Accurate Do We Need to Be?
Felippe Vieira Zacarias (Barcelona Supercomputing Center (BSC), Polytechnic University of
Catalonia)

Jobs running on HPC systems can vary dramatically due to the intrinsic differences in application
resource requirements (e.g. memory or cores). Since HPC applications run on a number of self-
contained servers whose capacities are fixed at design time, there is often a mismatch between the
resource provisioning and the needs of the submitted jobs, leading to stranded and underutilized
resources. This is because HPC systems assume the prevalent server-based architecture, which
couples together memory and processing resources within a server. To cope efficiently with the



demands, disaggregated memory has been proposed to allow flexible and fine-grained allocation
of memory capacity to compute jobs.

This paper makes an important step towards understanding the facets of resource allocation and
job requirements on disaggregated memory systems. We analyze the implications on HPC system
operation, user experience and system performance when resources can be overestimated by users.
To conduct our studies, we leverage a disaggregated simulation infrastructure implemented on a
popular HPC resource manager. Our results show that the effects of doubling the memory demand
in response time can be less than 8%.

Architectural Requirements for Deep Learning Workloads in HPC Environments
Khaled Ibrahim (Lawrence Berkeley National Laboratory (LBNL)), Leonid Oliker (Lawrence Berkeley
National Laboratory (LBNL))

Scientific machine learning (SciML) promises to have a transformational impact on scientific
exploration, by combining state-of-the-art AI methods with the latest generation of
supercomputers. To efficiently leverage ML techniques on high-performance computing (HPC)
systems, however, it is critical to understand the performance characteristics of the underlying
algorithms on modern computational systems. In this work, we present a new methodology for
developing a detailed performance understanding of ML benchmarks. To demonstrate our approach
we investigate two emerging SciML benchmark applications from cosmology and climate;
ComsoFlow and DeepCAM; as well as ResNet-50, a well-known image classification model. We
develop and validate performance models that explore the key architectural artifacts, including
memory requirements, data reuse and performance efficiency across both single- and multiple-
GPU computations. Our methodology focuses on the complexity of data-movement across storage
and memory hierarchies, and leverages our performance models to capture key components of
runtime execution while highlighting design tradeoffs.

PMBS21: Morning Break (10-10:30)

Multilevel Simulation-Based Co-Design of Next Generation HPC Microprocessors
Lilia Zaourar (Atomic Energy and Alternative Energies Commission (CEA)), Estela Suarez
(Forschungszentrum Jülich; Jülich Supercomputing Centre, Institute for Advanced Simulation),
Manolis Marazakis (Foundation for Research and Technology - Hellas (FORTH), Greece), Alejandro
Nocua (Bull Atos), Romain Dolbeau (SiPearl, France)



This paper demonstrates the combined use of three simulation tools in support of a full co-design
methodology for an HPC-focused SoC. The simulation tools make different trade-offs among
simulation speed, accuracy and model abstraction level, and are shown to be complementary to
one another. We apply the MUSA trace-based simulator for the initial sizing of vector register
length, SLC size and memory bandwidth. It has proven to be very efficient at pruning the design
space, as its models enable good enough accuracy without the need to resort to highly detailed
simulations.

Then we apply gem5, a cycle-accurate microarchitecture simulator, for a more refined analysis of
the performance potential of our reference SoC architecture, with models able to capture detailed
hardware behavior at the cost of simulation speed. Furthermore, we study NoC topology and IP
placements using both gem5 for representative small- to medium-scale configurations and
SESAM/VPSim, a transaction-level emulator for larger scale systems with good simulation speed
and sufficient architectural details.

Overall, we consider several system design concerns, such as processor subsystem sizing and NoC
settings. We apply the selected simulation tools, focusing on different levels of abstraction, to
study several configurations with various design concerns, and evaluate them to guide architectural
design and optimization decisions. Performance analysis is conducted with a number of
representative benchmarks. The obtained numerical results provide guidance and hints to designers
regarding SVE register length, SLC sizing and memory bandwidth, as well as the best placement of
memory controllers and NoC form factor. Thus, we provide critical insights for efficient design of
future HPC microprocessors.

An Extended Roofline Performance Model with PCI-E and Network Ceilings
Amanda Dufek (Lawrence Berkeley National Laboratory (LBNL))

In this work, we evaluate the utility of adding two new diagonal ceilings to the roofline model
related to PCI-E and effective network bandwidths to provide insights into how communication
impacts the performance of large-scale parallel applications. The roofline performance analysis is
based on two benchmark problems: scalar dense matrix addition and dense symmetric eigen-
problem with complex matrix. The experiments were conducted on the NERSC Cori supercomputer
at Lawrence Berkeley National Laboratory, on both the CPU-only and CPU+GPU compute nodes.
The study reveals the value of incorporating these two new ceilings into the roofline model, in
addition to the existing memory bandwidth and compute ceilings, in order to ease the identification
of performance bottlenecks to better guide the performance optimization process, particularly in the
limit of diminishing strong and weak scaling. We highlight the importance of comparing obtained
application roofline points to customized ceilings for the communication and data-access patterns
present. In this way, the effects of both throughput and latency can be captured in the model.



Exploration of Congestion Control Techniques on Dragonfly-Class HPC Networks Through
Simulation
Neil McGlohon (Rensselaer Polytechnic Institute (RPI))

Ensuring optimal communication latency in high-performance computing (HPC) networks is of
critical importance to the efficient operation of facilitated applications. Different application
operations and types of tasks, such as I/O operations, can create a variety of traffic patterns across
the system interconnect. Some communication patterns, however, can be problematic for overall
system performance.

One traffic pattern of particular concern is the many-to-one or incast. When packets sent from
many different endpoints target a singular destination, or a small number of destinations, they can
overwhelm the receiving endpoints' ability to process the traffic, resulting in a cascading effect of
induced congestion. This can have broad-reaching, detrimental effects to other applications as their
data streams encounter induced congestion.

The concept of congestion control has been explored in various HPC system technologies and is an
important feature in state-of-the-art networks such as Infiniband and the Cray Slingshot
interconnect. Because access to physical, full-scale interconnects of bleeding-edge design can be
challenging and the exact mechanisms of operation not publicly known, we look to simulation to
explore techniques for congestion control with a fine level of flexibility not available on real-world
systems.

We present and explore a mechanism for congestion control which seeks to detect network
congestion, identify its cause and abate it by throttling injection of identified aggressor endpoints.
Our work proposes, discusses and evaluates two similar implementations of this mechanism for
congestion control in two different network simulators and their ability to mitigate the effects of
congestion on application communication performance and general system packet latencies.

Understanding Power Variation and its Implications on Performance Optimization on the Cori
Supercomputer
Sridutt Bhalachandra (Lawrence Berkeley National Laboratory (LBNL))

Power is increasingly becoming a limiting factor in supercomputing. The performance and scale of
future high-performance computing systems will be determined by how efficiently they manage
their power budgets. Therefore, any amount of unused power is forsaken performance. Regardless
of the processors chosen for a future system, it will be necessary to understand power variation
and its implications on performance optimization. In this paper, we identify and quantify the factors
that affect the power consumption of the NERSC Cori supercomputer at different levels of the
system hierarchy. Our study presents node-level power-performance trade-offs for fundamental



computational patterns. We show that I/O activity and load imbalance are common causes of job-
level power variation among jobs in Cori’s production workload. We quantitatively attribute system-
level power variation to three sources and find that 86% of the variation is due to temporal
variation in application behavior over the duration of a job. Furthermore, our analysis reveals that
under typical workload conditions, the Cori system’s power budget could accommodate up to 60%
more nodes.

PMBS21: Lunch Break (12:30-2)

Using the Semi-Stencil Algorithm to Accelerate High-Order Stencils on GPUs
Ryuichi Sai (Rice University)

Understanding how to develop efficient high-order stencils for graphics processing units (GPUs) is
a topic of great interest for many application domains. High-performance stencils on GPUs must be
tailored for data parallel computation and to use the memory hierarchy efficiently. For data-
intensive high-order stencils, the key to high performance on GPUs is reducing the shared memory
footprint to enable a large thread block for hiding memory latency. In this paper, we use the semi-
stencil algorithm to do so. On the NVIDIA A100, a CUDA implementation of the semi-stencil
algorithm along with other optimizations achieves a 2.13x speedup compared to an OpenACC
reference implementation and is 8.7% faster than the best conventional stencil computing out of
shared memory. We evaluate the performance of our implementations and their variants on the
latest NVIDIA GPUs.

MicroBench Maker: Reproduce, Reuse, Improve
Sascha Hunold (Vienna University of Technology), Jordy Ajanohoun (Vienna University of
Technology), Alexandra Carpen-Amarie (Fraunhofer Institute for Industrial Mathematics)

Benchmarking is one of the fundamental methods for analyzing the performance of computational
processes or threads. In the domain of high-performance computing, benchmarks are essential to
assess computer systems; e.g., the TOP500 or the Green500 benchmarks are used to define the
performance of machines.

We address the problem of benchmarking MPI code. A common benchmarking pattern is to
repetitively execute a specific code block and to take the start and the finish timestamp of each run
of this code block, where iterations are logically separated using a barrier operation. Although this
benchmarking scheme is very simple, it may lead to wrong conclusions, especially if the runtime of



the code under investigation is very short, e.g., a reduction operation. In such scenarios, precise and
reproducible measurements require accurate process synchronization methods and low overhead
clocks.

We present a library-based approach to MPI benchmarking. Our library can be used to conduct
precise measurements without having to reinvent the benchmarking wheel. This novel library is
based on the ReproMPI benchmark and supports source code annotations. An experimenter can
add annotations to lines of code that should be benchmarked. This annotated code is then
transformed into a benchmark code, which allows for a clear separation of concerns, as the
algorithm designer can define the test scenarios while the benchmarking expert conducts
experiments independently. We show the general applicability of our approach in different use
cases. In one particular study, we replace all timing and synchronization code from a well-known
OSU micro-benchmark with our benchmark annotations. We demonstrate that the resulting code
allows the benchmark options to be tailored to permit a fine-grained performance inspection.

Enabling Cache-Aware Roofline Analysis with Portable Hardware Counter Metrics
Brian Gravelle (Los Alamos National Laboratory, University of Oregon)

In this paper, we seek to provide guidance on how to empirically collect the information required to
plot application points on Intel’s Cascade Lake Xeon processor and Fujitsu’s A64FX ARM-based
processor. Understanding how to process this information is vital to use the Roofline for empirical
performance analysis on these systems. This report is designed to enable users to collect data for
these systems and lay the groundwork for us to create a portable method for empirical Roofline-
based performance analysis. We do so by presenting our methods and several examples of them in
use.

PMBS21: Afternoon Break (3-3:30)

Customized Monte Carlo Tree Search for LLVM/Polly's Composable Loop Optimization
Transformations
Jaehoon Koo (Argonne National Laboratory (ANL))

Polly is the LLVM project's polyhedral loop optimizer. Recent user-directed loop transformation
pragmas were proposed based on LLVM/Clang and Polly. The search space exposed by the
transformation pragmas is a tree, wherein each node represents a specific combination of loop
transformations. To find the best combination of these loop transformations, we developed a search



algorithm based on Monte Carlo tree search (MCTS). The algorithm consists of two phases:
exploring loop transformations at different depths of the tree to identify promising regions and
exploiting those regions. A restart mechanism is used to avoid the MCTS trapped in a local solution.
The best and worst solutions are transferred from the previous restarts to leverage the search
history. We compare our approach with breadth-first, beam, global greedy and random search
methods using PolyBench benchmarks and ECP proxy applications. Our MCTS algorithm achieves a
speedup of 2.3x over Polly's heuristic optimizations on average.

Comparing Julia to Performance Portable Parallel Programming Models for HPC
Wei-Chen Lin (University of Bristol)

Julia is a general-purpose, managed, strongly and dynamically-typed programming language with
emphasis on high-performance scientific computing. Traditionally, HPC software development uses
languages such as C, C++ and Fortran, which compile to unmanaged code. This offers the
programmer near bare-metal performance at the expense of safety properties that a managed
runtime would otherwise provide. Julia, on the other hand, combines novel programming language
design approaches to achieve high levels of productivity without sacrificing performance while
using a fully managed runtime.

This study provides an evaluation of Julia's suitability for HPC applications from a performance
point of view across a diverse range of CPU and GPU platforms. We select representative memory-
bandwidth bound and compute bound mini-apps, port them to Julia, and conduct benchmarks
across a wide range of current HPC CPUs and GPUs from vendors such as Intel, AMD, NVIDIA,
Marvell and Fujitsu. We then compare and characterize the results against existing parallel
programming frameworks such as OpenMP, Kokkos, OpenCL and first-party frameworks such as
CUDA, HIP and oneAPI SYCL. Finally, we show that Julia's performance either matches the
competition or is only a short way behind.

Bayesian Optimization for Auto-Tuning GPU kernels
Floris-Jan Q. Willemsen (Netherlands eScience Center, University of Amsterdam)

Finding optimal parameter configurations for tunable GPU kernels is a non-trivial exercise for large
search spaces, even when automated. This poses an optimization task on a non-convex search
space, using an expensive-to-evaluate function with unknown derivative. These characteristics
make a good candidate for Bayesian optimization, which previously has not been applied to this
problem.

The application of Bayesian optimization to this problem, however, is challenging. We demonstrate
how to deal with the rough, discrete, constrained search spaces, containing invalid configurations.
We introduce a novel contextual variance exploration factor, as well as new acquisition functions



with improved scalability, combined with an informed acquisition function selection mechanism. By
comparing the performance of our Bayesian optimization implementation on various test cases to
the existing search strategies in Kernel Tuner, as well as other Bayesian optimization
implementations, we demonstrate that our search strategies generalize well and consistently
outperform other search strategies by a wide margin.

Narrowing the Search Space of Applications Mapping on Hierarchical Topologies
Nicolas Denoyelle (Argonne National Laboratory (ANL))

Processor architectures at exascale and beyond are expected to continue to suffer from issues of
nonuniform access to in-die and node-wide shared resources. Mapping applications onto these
resource hierarchies is an on-going performance concern, requiring specific care for increasing
locality and resource sharing but also for ensuing contention. Application-agnostic approaches to
search efficient mappings are based on heuristics. Indeed, the size of the search space makes it
impractical to find optimal solutions nowadays and will only worsen as the complexity of
computing systems increases over time. In this paper we leverage the hierarchical structure of
modern compute nodes to reduce the size of this search space. As a result, we facilitate the search
for optimal mappings and improve the ability to evaluate existing heuristics. Using widely known
benchmarks, we show that permuting thread and process placement per node of a hierarchical
topology leads to similar performances. As a result, the mapping search space can be narrowed
down by several orders of magnitude when performing exhaustive search. This reduced search
space will enable the design of new approaches, including exhaustive search or automatic
exploration. Moreover, it provides new insights into heuristic-based approaches, including better
upper bounds and smaller solution space.

9:00 am - 5:40 pm

7th Workshop on Machine Learning in High Performance Environment

Session Description:

The intent of this workshop is to bring together researchers, practitioners and scientific communities
to discuss methods that utilize extreme scale systems for machine learning. This workshop will
focus on the greatest challenges in utilizing HPC for machine learning and methods for exploiting
data parallelism, model parallelism, ensembles and parameter search. We invite researchers and
practitioners to participate in this workshop to discuss the challenges with using HPC for machine
learning and to share the wide range of applications that would benefit from HPC-powered



machine learning.

Welcome: Workshop on Machine Learning in High Performance Computing Environments
Seung-Hwan Lim (Oak Ridge National Laboratory (ORNL))

Morning Invited Talk
Bronson Messer (Oak Ridge National Laboratory (ORNL))

7th Workshop on Machine Learning: Morning Break (10-10:30)

HPCFAIR: Enabling FAIR AI for HPC Applications
Gaurav Verma (Stony Brook University), Murali Emani (Argonne National Laboratory (ANL)),
Chunhua Liao (Lawrence Livermore National Laboratory), Pei-Hung Lin (Lawrence Livermore
National Laboratory), Tristan Lucas Vanderbruggen (Lawrence Livermore National Laboratory),
Xipeng Shen (North Carolina State University)

Artificial Intelligence (AI) is being adopted in different domains at an unprecedented scale. A
significant interest in the scientific community also involves leveraging machine learning (ML) to run
high-performance computing applications at scale effectively. Given multiple efforts in this arena,
there are often duplicated efforts when existing rich data sets and ML models could be leveraged
instead. The primary challenge is a lack of an ecosystem to reuse and reproduce the models and
datasets. In this work, we propose HPCFAIR, a modular, extensible framework to enable AI models
to be Findable, Accessible, Interoperable, and Reproducible (FAIR). It enables users with a
structured approach to search, load, save and reuse the models in their codes. We present the
design, implementation of our framework and highlight how it can be seamlessly integrated into
ML-driven applications for high-performance computing applications and scientific machine
learning workloads.

HYPPO: A Surrogate-Based Multi-Level Parallelism Tool for Hyperparameter Optimization
Vincent Dumont (Lawrence Berkeley National Laboratory (LBNL))



We present a new software, HYPPO, that enables the automatic tuning of hyperparameters of
various deep learning models. Unlike other hyperparameter optimization methods, HYPPO uses
adaptive surrogate models and directly accounts for uncertainty in model predictions to find
accurate and reliable models that make robust predictions. Using asynchronous nested parallelism,
we are able to significantly alleviate the computational burden of training complex architectures
and quantifying the uncertainty. HYPPO is implemented in Python and can be used with both
TensorFlow and PyTorch libraries. We demonstrate various software features on time-series
prediction and image classification problems as well as a scientific application in computed
tomography image reconstruction. Finally, we show that we can reduce by an order of magnitude
the number of evaluations necessary to find the most optimal region in the hyperparameter space
and reduce by two orders of magnitude the throughput for such HPO process to complete.

MLPerf HPC: A Holistic Benchmark Suite for Scientific Machine Learning on HPC Systems
Steven Farrell (Lawrence Berkeley National Laboratory (LBNL)), Murali Emani (Argonne National
Laboratory (ANL)), Lukas Drescher (Swiss National Supercomputing Centre (CSCS)), Amit Ruhela
(Texas Advanced Computing Center (TACC), University of Texas), Koichi Shirahata (Fujitsu Ltd)

Scientific communities are increasingly adopting machine learning and deep learning models in
their applications to accelerate scientific insights. High performance computing systems are pushing
the frontiers of performance with a rich diversity of hardware resources and massive scale-out
capabilities. There is a critical need to understand fair and effective benchmarking of machine
learning applications that are representative of real-world scientific use cases. MLPerf(TM) is a
community-driven standard to benchmark machine learning workloads, focusing on end-to-end
performance metrics. In this paper, we introduce MLPerf HPC, a benchmark suite of large-scale
scientific machine learning training applications driven by the MLCommons(TM) Association. We
present the results from the first submission round, including a diverse set of some of the world's
largest HPC systems, along with a systematic framework for their joint analysis and insights on
implementations. Furthermore, we characterize each benchmark with compute, memory and I/O
behaviours to parameterize extended roofline performance models.

High-Performance Deep Learning Toolbox for Genome-Scale Prediction of Protein Structure and
Function
Ada Sedova (Oak Ridge National Laboratory (ORNL))

Computational biology is one of many scientific disciplines ripe for innovation and acceleration with
the advent of high-performance computing (HPC). In recent years, the field of machine learning has
also seen significant benefits from adopting HPC practices. In this work, we present a novel HPC
pipeline that incorporates various machine-learning approaches for structure-based functional
annotation of proteins on the scale of whole genomes. Our pipeline makes extensive use of deep



learning and provides computational insights into best practices for training advanced deep-
learning models for high-throughput data such as proteomics data. We showcase methodologies
our pipeline currently supports and detail future tasks for our pipeline to envelop, including large-
scale sequence comparison using SAdLSA and prediction of protein tertiary structures using
AlphaFold2.

7th Workshop on Machine Learning: Lunch Break (12:30-2)

Afternoon Invited Talk
Bryan Catanzaro (NVIDIA Corporation)

7th Workshop on Machine Learning: Afternoon Break (3-3:30)

Semantic-Aware Lossless Data Compression for Deep Learning Recommendation Model (DLRM)
Sarunya Pumma (Advanced Micro Devices (AMD) Inc)

Deep Learning Recommendation Model (DLRM), a new neural network for recommendation
systems, introduces challenging requirements for deep neural network training and inference. The
size of the DLRM model is typically large and not able to fit on a single GPU memory. DLRM
requires both model-parallel and data-parallel for the bottom part and top part of the model when
running on multiple GPUs. Due to the hybrid-parallel model, the all-to-all communication is used
for welding the top and bottom parts together. We have observed that the all-to-all
communication is costly and is a bottleneck in the DLRM training/inference.

In this presentation, we reduce the communication volume by using DLRM's properties to compress
the transferred data without information loss. We demonstrate benefits of our method by training
DLRM TeraByte on AMD Instinct MI100 accelerators. The experimental results show 38%-59%
improvement in the time-to-solution of the DLRM TeraByte training for FP32 and mixed-precision.



Colmena: Scalable Machine-Learning-Based Steering of Ensemble Simulations for High
Performance Computing
Logan Ward (Argonne National Laboratory (ANL))

Scientific applications that involve simulation ensembles can be accelerated greatly by using
experiment design methods to select the best simulations to perform. Methods that use machine
learning (ML) to create proxy models of simulations show particular promise for guiding ensembles
but are challenging to deploy because of the need to coordinate dynamic mixes of simulation and
learning tasks. We present Colmena, an open-source Python framework that allows users to steer
campaigns by providing just the implementations of individual tasks plus the logic used to choose
which tasks to execute when. Colmena handles task dispatch, results collation, ML model
invocation, and ML model (re)training, using Parsl to execute tasks on HPC systems. We describe
the design of Colmena and illustrate its capabilities by applying it to electrolyte design, where it
both scales to \num{65536} CPUs and accelerates the discovery rate for high-performance
molecules by a factor of 100 over unguided searches.

Production Deployment of Machine-Learned Rotorcraft Surrogate Models on HPC
Wesley Brewer (General Dynamics Information Technology)

We explore how to optimally deploy different types of machine-learned surrogate models used in
rotorcraft aerodynamics on HPC. We first developed three different rotorcraft models at three
different orders of magnitude (2M, 44M, and 212M trainable parameters) to use as test models. We
tested three different types of inference server deployments: (1) a Flask-based HTTP inference
server, (2) TensorFlow Serving with gRPC protocol, and (3) RedisAI server with RESP protocol. We
investigated deployments on both DoD HPCMP's SCOUT and DoE OLCF's Summit POWER9
supercomputers, demonstrated the ability to inference a million samples per second using 192
GPUs, and studied multiple scenarios on both Nvidia T4 and V100 GPUs. We studied a range of
concurrency levels both on the client-side and the server-side, and provide optimal configuration
advice based on the type of deployment. Finally, we provide a simple Python-based framework for
benchmarking machine-learned surrogate models using the various inference servers.

HPC Ontology: Toward a Unified Ontology for Managing Training Datasets and AI Models for High-
Performance Computing
Chunhua Liao (Lawrence Livermore National Laboratory)

Machine learning (ML) techniques have been widely studied to address various challenges of
productively and efficiently running large-scale scientific applications on heterogeneous
supercomputers. However, it is extremely difficult to generate, access, and maintain training
datasets and AI models to accelerate ML-based research. The Future of Research Communications
and e-Scholarship has proposed the FAIR data principles describing Findability, Accessibility,



Interoperability, and Reusability. In this paper, we present our ongoing work of designing an
ontology for high-performance computing (named HPC ontology) in order to make training datasets
and AI models FAIR. Our ontology provides controlled vocabularies, explicit semantics, and formal
knowledge representations. Our design uses an extensible two-level pattern, capturing both high-
level meta information and low-level data content for software, hardware, experiments, workflows,
training datasets, AI models, and so on. Preliminary evaluation shows that HPC ontology is
effective to annotate selected data and support a set of SPARQL queries.

Is Disaggregation Possible for HPC Cognitive Simulation?
Michael Wyatt (Lawrence Livermore National Laboratory), Brian Van Essen (Lawrence Livermore
National Laboratory)

Cognitive simulation (CogSim) is an important and emerging workflow for HPC scientific
exploration and scientific machine learning (SciML). One challenging workload for CogSim is the
replacement of one component in a complex physical simulation with a fast, learned, surrogate
model that is inside of the computational loop. The execution of this in-the-loop inference is
particularly challenging because it requires frequent inference across multiple possible target
models, can be on the simulation's critical path (latency bound), is subject to requests from multiple
MPI ranks, and typically contains a small number of samples per request. In this paper we explore
the use of large, dedicated Deep Learning / AI accelerators that are disaggregated from compute
nodes for this CogSim workload. We compare the trade-offs of using these accelerators versus the
node-local GPU accelerators on leadership-class HPC systems.

9:00 am - 6:45 pm

Second International Workshop on Quantum Computing Software

Session Description:

Quantum computing is emerging as a remarkable technology that promises to achieve major
scientific breakthroughs. This includes solving complex problems whose solution lies well beyond
contemporary and even future supercomputers based on conventional technologies. Interacting
with these quantum computers, including noisy-intermediate scale quantum devices, for both basic
and applied research will require a unique collection of software tools and techniques.

The purpose of this workshop is to explore the innovative software needed to make quantum
computing practical and accessible. The workshop will focus heavily on the tools and software for



quantum computing with particular emphasis on realized implementations.

Topics of interest for this workshop include but are not limited to: Languages Programming
Compilers/Profilers Simulators Tools/Workflow Debugging/Verification/Benchmarking software
Quantum control software Other quantum computing software

Topics that are not relevant to the workshop include domain-specific applications of quantum
computing, design of quantum computing devices, benchmarking of quantum computers and
quantum algorithms.

RosneT: A Block Tensor Algebra Library for Out-of-Core Quantum Computing Simulation
Sergio Sanchez-Ramirez (Barcelona Supercomputing Center (BSC)), Artur Garcia-Saez (Barcelona
Supercomputing Center (BSC); Qilimanjaro Quantum Tech, Spain)

With the advent of more powerful Quantum Computers, the need for larger Quantum Simulations
has boosted. As the amount of resources grows exponentially with size of the target system Tensor
Networks emerge as an optimal framework with which we represent Quantum States in tensor
factorizations. As the extent of a tensor network increases, so does the size of intermediate tensors
requiring HPC tools for their manipulation. Simulations of medium-sized circuits cannot fit on local
memory, and solutions for distributed contraction of tensors are scarce. In this work we present
RosneT, a library for distributed, out-of-core block tensor algebra. We use the PyCOMPSs
programming model to transform tensor operations into a collection of tasks handled by the
COMPSs runtime, targeting executions in existing and upcoming Exascale supercomputers. We
report results validating our approach showing good scalability in simulations of Quantum circuits
of up to 53 qubits.

Quantum Algorithms and Simulation for Parallel and Distributed Quantum Computing
Stephen DiAdamo (Technical University Munich)

A viable approach for building large-scale quantum computers is to interlink small-scale quantum
computers with a quantum network to create a larger distributed quantum computer. When
designing quantum algorithms for such a distributed quantum computer, one can make use of the
added parallelization and distribution abilities inherent in the system. An added difficulty to then
overcome for distributed quantum computing is that a complex control system to orchestrate the
various components is required. In this work, we aim to address these issues. We begin by explicitly
defining what it means for a quantum algorithm to be distributed and then present various
quantum algorithms that fit the definition. We discuss potential benefits and propose a high-level
scheme for controlling the system. With this, we present our software framework called Interlin-q,
which is a simulation platform that aims to simplify designing and simulating parallel and
distributed quantum algorithms. Interlin-q's main features are generating and executing the control



instructions for distributed quantum algorithms across a simulated quantum network of quantum
computers. We demonstrate Interlin-q by implementing some of the discussed algorithms using
Interlin-q and layout future steps for developing Interlin-q into a control system for distributed
quantum computers.

Workshop on Quantum Computing: Morning Break (10-10:30)

Tensor Network Circuit Simulation at Exascale
David Brayford (Leibniz Supercomputing Centre)

Tensor network methods are incredibly effective for simulating quantum circuits. This is due to their
ability to efficiently represent and manipulate the wave-functions of large interacting quantum
systems. We describe the challenges faced when scaling tensor network simulation approaches to
exascale compute platforms and introduce QuantEx, a framework for tensor network circuit
simulation at exascale.

Performance Evaluation and Acceleration of the QTensor Quantum Circuit Simulator on GPUs
Danylo Lykov (Argonne National Laboratory (ANL)), Yuri Alexeev (Argonne National Laboratory
(ANL))

This work studies the porting and optimization of the tensor network simulator QTensor on GPUs,
with the ultimate goal of simulating quantum circuits efficiently at scale on large GPU
supercomputers. We implement NumPy, PyTorch, and CuPy backends and benchmark the codes to
find the optimal allocation of tensor simulations to either a CPU or a GPU. We also present a
dynamic mixed backend to achieve optimal performance. To demonstrate the performance, we
simulate QAOA circuits for computing the MaxCut energy expectation. Our method achieves 176
times speedup on a GPU over the NumPy baseline on a CPU for the benchmarked QAOA circuits to
solve MaxCut problem on a 3-regular graph of size 30 with depth p=4.

Illinois Express Quantum Network for Distributing and Controlling Entanglement on a Metro-Scale
Joaquin Chung (Argonne National Laboratory (ANL))

We describe an implementation of a quantum network over installed fiber in the Chicago area. We
present network topology and control architecture of this network and illustrate preliminary results
for quantum teleportation and coexistence of quantum and classical data on the same fiber link.



Exploring Affine Abstractions for Qubit Mapping
Blake Gerard (University of Oklahoma)

One of the key compilation steps in Quantum Computing (QC) is to determine an initial logical to
physical mapping of the qubits used in a quantum circuit. The impact of the starting qubit layout
can vastly affect later scheduling and placement decisions of QASM operations, yielding higher
values on critical performance metrics (gate count and circuit depth) as a result of a quantum
compilers introducing communication operations to meet the underlying physical neighboring and
connectivity constraints of the quantum device.

We present our ongoing work on qubit mapping with affine abstractions, which aims to compute
effective initial qubit layouts. The key assumption is that the quantum program is represented in an
affine representation, a property which permits us to apply aggressive program analyses to
determine the potential of sharing qubit accesses among groups of quantum operations prescribed
by linear and affine relations. We present preliminary results demonstrating the effectiveness of our
novel approach on 69 quantum circuits, while using the QISKIT compiler on IBM Tokyo and Google
Sycamore, obtaining between 16% and 21% average improvement on circuit depth and
24\%--47\% improvement on the number of added gates.

Workshop in Quantum Computing: Lunch Break (12:30-2)

QuantumCircuitOpt: An Open-Source Framework for Provably Optimal Quantum Circuit Design
Harsha Nagarajan (Los Alamos National Laboratory)

In recent years, the quantum computing community has seen an explosion of novel methods to
implement non-trivial quantum computations on near-term hardware. An important direction of
research has been to decompose an arbitrary entangled state, represented as a unitary, in to a
quantum circuit, that is, a sequence of gates supported by a quantum processor. It has been well
known that circuits with longer decompositions and more entangling multi-qubit gates are error-
prone for the current noisy-intermediate-scale quantum devices. To this end, there has been a
significant interest to develop heuristic-based, methods to discover compact circuits. We contribute
to this effort by proposing QuantumCircuitOpt (QCOpt), a novel open-source framework which
implements mathematical optimization formulations and algorithms for decomposing arbitrary
unitary matrices into a sequence of hardware-native gates. A core innovation of QCOpt is that it
provides optimality guarantees on the quantum circuits that it produces. In particular, we show that
QCOpt can find up to 33% reduction in the number of gates used, even on small qubit circuits (<=



3), with run times less than a few minutes on commodity computing hardware. We further validate
the efficacy of QCOpt as a tool for quantum circuit design in comparison with a naive brute-force
enumeration algorithm. We also show how the QCOpt package can be adapted to various built-in
types of native gate sets, based on different hardware platforms like those currently produced by
IBM, Rigetti and Google. We hope this package will facilitate further algorithmic exploration for
quantum processor designers, as well as quantum physicists.

QAOAKit: A Toolkit for Reproducible Study, Application, and Verification of QAOA
Ruslan Shaydulin (Argonne National Laboratory (ANL))

Understanding the best known parameters, performance, and systematic behavior of the Quantum
Approximate Optimization Algorithm (QAOA) remain open research questions, even as the
algorithm gains popularity. We introduce QAOAKit, a Python toolkit for the QAOA built for
exploratory research. QAOAKit is a unified repository of preoptimized QAOA parameters and circuit
generators for common quantum simulation frameworks. We combine, standardize, and cross-
validate previously known parameters for the MaxCut problem, and incorporate this into QAOAKit.
We also build conversion tools to use these parameters as inputs in several quantum simulation
frameworks that can be used to reproduce, compare, and extend known results from various
sources in the literature. We describe QAOAKit and provide examples of how it can be used to
reproduce research results and tackle open problems in quantum optimization.

Workshop on Quantum Computing: Afternoon Break (3-3:30)

Large-Scale Multi-Node Simulations of Z2 Gauge Theory Quantum Circuits Using Google Cloud
Platform
Evan Peters (University of Waterloo, Fermi National Accelerator Laboratory)

Simulating quantum field theories on a quantum computer is one of the most exciting fundamental
physics applications of quantum information science. Dynamical time evolution of quantum fields is
a challenge that is beyond the capabilities of classical computing, but it can teach us important
lessons about the fundamental fabric of space and time.

Whether we may answer scientific questions of interest using near-term quantum computing
hardware is an open question that requires a detailed simulation study of quantum noise. Here we
present a large scale simulation study powered by a multi-node implementation of qsim using the
Google Cloud Platform. We additionally employ newly-developed GPU capabilities in qsim and



show how Tensor Processing Units --- specialized machine learning ASICs --- may be used to
dramatically speed up the simulation of large quantum circuits. We demonstrate the use of high
performance cloud computing for simulating Z2 quantum field theories on system sizes up to 36
qubits. We find this lattice size is not able to simulate our problem and observable combination
with sufficient accuracy, implying more challenging observables of interest for this theory are likely
beyond the reach of classical computation using exact circuit simulation.

Scalable Programming Workflows for Validation of Quantum Computers
Raphael Pooser (Oak Ridge National Laboratory (ORNL); University of Tennessee, Knoxville), Thien
Nguyen (Oak Ridge National Laboratory (ORNL)), Travis Humble (Oak Ridge National Laboratory
(ORNL))

Hybrid quantum-classical workflows have become standard methods for executing variational
algorithms and other quantum simulation techniques, which are key applications for noisy
intermediate scale quantum (NISQ) computers. Validating these simulations is an important task
which helps gauge the progress of quantum computer development, and classical simulation can
serve as a tool to this end. Both exact and more scalable approximate methods with quantifiable
error bounds can be used in validation tasks where the applicable metrics include the distance from
a calculable ground truth, the quality of an error model fit to data, etc. Here we present a library
extension that includes methods for validation of quantum simulations based on scalable hybrid
workflows executable on high performance computers. We provide examples that use approximate
methods based on tensor networks and stabilizer simulators to bound the error of quantum
simulations on NISQ hardware. The extension leverages the hybrid workflows implemented in the
QuaSiMo library. Notably, the validation methods can be used as backends in the XACC
programming framework, so that hardware execution and model simulation can be interchanged
and compared automatically, using the same algorithm code (written in C++ with QCOR extensions
or Python). We provide a description and demonstration of selected workflow methods with cross-
validation results for quantum approximate optimization (QAOA) problems and adiabatic state
preparation (ASP) in the transverse Ising model.

Quandary: An Open-Source C++ Package for High-Performance Optimal Control of Open Quantum
Systems
Stefanie Guenther (Lawrence Livermore National Laboratory)

Quantum optimal control can be used to shape the control pulses for realizing unitary and non-
unitary transformations of quantum states. These control pulses provide the fundamental interface
between the quantum compiler and the quantum hardware. Most current software for quantum
optimal control (e.g. Qutip or Krotov) is restricted to run on shared memory platforms, limiting their
applicability to smaller quantum systems, in particular if interactions with the environment are
taken into account. This paper gives an overview of the open source code Quandary, which is



designed to solve quantum control problems in larger open quantum systems modeled by
Lindblad's master equation. Implemented in C++, Quandary uses the message passing paradigm
for distributed memory computers that enables scalability to large numbers of compute cores.
Accompanied by numerical examples, this paper presents an overview on existing theoretical
developments for open optimal quantum control realizing state-to-state transfer, unitary gate
optimization as well as state-preparation, and presents the numerical tools and implementation
aspect as realized in Quandary, for deployment on modern high-performance computing platforms.

Late Afternoon Stretch Break

HybridQ: A Hybrid Simulator for Quantum Circuits
Salvatore Mandra (NASA Ames Research Center, KBR Inc)

Developing state-of-the-art classical simulators of quantum circuits is of utmost importance to test
and evaluate early quantum technology and understand the true potential of full-blown error-
corrected quantum computers. In the past few years, multiple theoretical and numerical advances
have continuously pushed the boundary of what is classically simulable, hence the development of
a plethora of tools which are often limited to a specific purpose or designed for a particular
hardware (e.g. CPUs vs. GPUs). Moreover, such tools are typically developed using tailored
languages and syntax, which makes it hard to compare results from, and create hybrid approaches
using different simulation techniques. To support unified and optimized use of these techniques
across platforms, we developed HybridQ, a highly extensible platform designed to provide a
common framework to integrate multiple state-of-the-art techniques to run on a variety of
hardware. The philosophy behind its development has been driven by three main pillars: Easy to
Use, Easy to Extend, and Use the Best Available Technology. The powerful tools of HybridQ allow
users to manipulate, develop, and extend noiseless and noisy circuits for different hardware
architectures. HybridQ supports large-scale high-performance computing (HPC) simulations,
automatically balancing workload among processor nodes and enabling the use of multiple
backends to maximize parallel efficiency. Everything is then glued together by a simple and
expressive language that allows switching from one technique to another as well as from one
hardware to the next, without the need to write lengthy translations, thus simplifying the
development of new hybrid algorithms and techniques.

Mapping Constraint Problems onto Quantum Gate and Annealing Devices
Ellis Wilson (North Carolina State University)



This work presents NchooseK, a unified programming model for constraint satisfaction problems
that can be mapped to both quantum circuit and annealing devices through Quadratic
Unconstrained Binary Operators (QUBOs). Our mapping provides at least the potential for a
quantum advantage. We provide examples of NchooseK being used.

Boulder Opal: Quantum Control Software to Improve and Automate Quantum Computer Hardware
Michael Hush (Q-CTRL, Australia)

Susceptibility to noise and device imperfections severely limit the performance of quantum
computers and the usefulness of the algorithms they can run. In the path towards quantum
advantage, improvements in hardware design and fabrication as well as quantum error correction
at the logical level will have to be unified by autonomous tools that stabilize and abstract hardware
performance for compatibility with higher levels in the software stack. Here we present quantum
control infrastructure software that bridges hardware-specific instructions and abstracted software
layers, with a focus on delivering autonomy and improved error performance with imperfect
hardware.

Friday, November 19th

8:30 am - 12:00 pm

PEHC: Programming Environments for Heterogeneous Computing

Session Description: Ubiquitous heterogeneous computing is increasingly becoming the norm in
computing systems. In addition to hardware innovation, the community needs to shift the software
environment to enable heterogeneity in an equitable, secure and sustainable manner. With
increasing innovation in the accelerator space, there is a growing diversity in the systems built
around them, and their software and management stacks. As a result, end users are encountering
increasing difficulty in reusing applications across different, and potentially multiple, accelerators.
To address these problems, the inaugural “Programming Environments for Heterogeneous
Computing” workshop aimed to gather users, researchers, hardware and software developers to
address the opportunities and challenges of heterogeneity. Of particular interest were practical
solutions that address reuse, functional and performance portability, DevOps, low-code and no-
code development, and functional and non-functional characteristics of run times, programming
languages, compilers and tools. Of interest were traditional HPC, cloud and edge, and convergence
of HPC and AI. For the first workshop, we have primarily focused on paper and discussion sessions.
We have organized two sessions, one on tools and the other on systems. Both sessions will end
with a discussion slot to encourage cross-fertilization of ideas. The tools session, features ML-



driven auto-tuner for heterogeneous platforms; automatically parallelizing compiler and API for
heterogeneous multicores; and a Python-based high-level programming flow for CPU-FPGA
heterogeneous systems. The systems session features a holistic systems approach to leveraging
heterogeneity; survival of the fittest amidst the Cambrian explosion of processor architectures for
artificial intelligence; and designing heterogeneous systems: large scale architectural exploration
via simulation.

Ubiquitous heterogeneous computing is increasingly becoming the norm in computing systems. In
addition to hardware innovation, the community needs to shift the software environment to enable
heterogeneity in an equitable, secure and sustainable manner. With increasing innovation in the
accelerator space, there is a growing diversity in the systems built around them, and their software
and management stacks. As a result, end users are encountering increasing difficulty in reusing
applications across different, and potentially multiple, accelerators.

To address these problems, the “Programming Environments for Heterogeneous Computing”
workshop will gather users, researchers, hardware and software developers to address the
opportunities and challenges of heterogeneity. Of particular interest are practical solutions that
address reuse, functional and performance portability, DevOps, low-code and no-code
development, and functional and non-functional characteristics of run times, programming
languages, compilers and tools. Of interest are traditional HPC, cloud and edge, and convergence of
HPC and AI.

GenMAT: A General-Purpose Machine Learning-Driven Auto-Tuner for Heterogeneous Platforms
Naifeng Zhang (University of Southern California (USC))

To assist the end-users in optimally deploying workloads on the heterogeneous environment with
high productivity, a fundamental problem is to automatically find the best “variant” of an
application—the implementation with the optimal configurations on the most suitable hardware
resource resulting in the minimum runtime. We propose GenMAT, a portable tool for identifying the
best variant of any application specified as a meta-program with exposed tunable parameters on
any hardware. GenMAT automatically profiles the application by varying the exposed tunable
parameters and trains a compact machine learning model to quickly predict the runtimes of
numerous candidate variants to identify the best variant. We show that the GenMAT-selected
variant has a runtime deviation within 3.5% of the true best variant in determining the best linear
algebra library for matrix operations. GenMAT correctly ranks the runtimes of thousands of Halide
schedules with an average Spearman’s rank correlation coefficient of 0.95.



OSCAR Parallelizing and Power Reducing Compiler and API for Heterogeneous Multicores
Hironori Kasahara (Waseda University, Japan)

This presentation introduces the OSCAR Parallelizing and Power Reducing Compiler and API for
shared memory heterogeneous multicore processors having general-purpose and accelerator cores.
They parallelize and vectorize a sequential C or Fortran program automatically using Multigrain
Parallelization, Data Locality Management for Cache, Distributed Shared Memory and Local
Memory, Data Overlapping Transfer using Data Transfer Unit, Power Reducing using DVFS and
Clock and Power Gating, and so on.

A Python-Based High-Level Programming Flow for CPU-FPGA Heterogeneous Systems
Sitao Huang (University of Illinois)

The fast-growing complexity of new applications and new use scenarios poses serious challenges
for computing systems. Heterogeneous systems consist of different types of processors and
accelerators, and provide unique combined benefits of hardware acceleration from each individual
component. CPU-FPGA heterogeneous systems provide both programmable logic and general-
purpose processors, and they have demonstrated great flexibility, performance, and efficiency.
Heterogeneous systems have been created and deployed in many different applications and
scenarios. However, as system complexity and application complexity grow rapidly, programming
and optimizing heterogeneous systems require great manual efforts and consume a lot of time. In
this work, we propose a Python-based high-level programming framework to simplify
programming and optimization of CPU-FPGA heterogeneous systems. The proposed high-level
operations isolate underlying hardware details from programmers and provide more optimization
opportunities for the compiler.

Moderator: Maya Gokhale (Lawrence Livermore National Laboratory)
Panelist:

All three presenters from the tools session will join for a common Q&A session.

PEHC: Morning Break (10-10:30)

A Holistic Systems Approach to Leveraging Heterogeneity
Robert Wisniewski (Intel Corporation)



Increasingly, HPC developers are turning to heterogeneity to continue to achieve the performance
they desire. Leveraging heterogeneity however is challenging. While an increasing number of
applications are starting to gain advantage from heterogeneity, there remains much work before it
sees widespread productive use.

We believe a holistic systems approach encompassing both hardware and software is the best path
towards productively leveraging heterogeneity. We describe the key attributes of a successful
hardware approach from a node and system perspective. At the node level, it is important to have
components that are pluggable and easily combined in a tightly-coupled manner.

We describe the importance of a complementary software approach that provides a single
development environment, highlighting the value of software being able to handle heterogeneity at
all levels from node through system. We detail the vision of oneAPI that addresses these
challenges, the resultant programming model, and the advantages for applications.

Survival of the Fittest Amidst the Cambrian Explosion of Processor Architectures for Artificial
Intelligence
Sreenivas Rangan Sukumar (Hewlett Packard Enterprise, Hewlett Packard Labs)

The need for high performance computing in data-driven artificial intelligence (AI) workloads has
led to the Cambrian explosion of processor architectures. As these novel processor architectures
aim to evolve and thrive inside datacenters and cloud-services, we need to understand different
figures-of-merit for device-, server- and rack- scale systems. Towards that goal, we share early-
access hands-on experience with these processor/accelerator architectures. We describe an
evaluation plan that includes carefully chosen neural network models to gauge the maturity of the
hardware and software ecosystem. Our hands-on evaluation using benchmarks reveals significant
benefits of hardware acceleration while exposing several blind spots in the software ecosystem.
Ranking the benefits based on different figures of merit such as cost, energy, and adoption
efficiency reveals a “heterogenous” future for production systems with multiple processor
architectures in the edge-to-datacenter AI workflow.

Preparing to survive in this heterogenous future, we describe a method to profile and predict the
performance benefits of a deep learning training workload on novel architectures. Our approach
profiles the neural network model for memory, bandwidth and compute requirements by analyzing
the model definition. Then, using profiling tools, we estimate the I/O and arithmetic intensity
requirements at different batch sizes. By overlaying profiler results onto analytic roofline models of
the emerging processor architectures, we identify opportunities for potential acceleration. We
discuss how the interpretation of the roofline analysis can guide system architecture to deliver



productive performance and conclude with recommendations to survive the Cambrian explosion.

Designing Heterogeneous Systems: Large-Scale Architectural Exploration via Simulation
Darel Emmot (Hewlett Packard Enterprise, Hewlett Packard Labs)

The end of Dennard’s scaling in 2005 and the emerging end of Moore’s Law has resulted in a
number of heterogeneous design wins, applied to compute (vector processing (GPUs), vector-
matrix multiplication, FPGAs, etc.), memory (High Bandwidth Memory (HBM), Fabric Attached
Memory (FAM), memory-driven designs, etc.) and interconnects (CXL, Gen-Z, etc.). Designing these
heterogeneous systems is becoming increasingly hard due to a plethora of architectural choices.
Whole meta-level programming environments are required for designing and architecting
heterogeneity of both systems and the applications running on those systems. Hewlett Packard
Enterprise™ (HPE) has found Sandia’s Structural Simulation Toolkit (SST) to be a powerful aid to
architectural exploration and validation of applications optimized for use with Fabric Attached
Memory (FAM) with near memory compute abilities. Standard SST components have been
augmented with plug-ins modeling Cray Slingshot™ Network Interface Controller (NIC) and router
elements with drivers for OpenSHMEM and OpenFAM APIs. We anticipate future initiatives calling
for dramatic improvement across broader HPC application areas to require refined processes in the
collaborative invention of new heterogeneous designs. In this article, we present our process of
using white-box characterization of applications at a node level to create abstract models and
discuss the methodologies that are used to reliably extend simulations to scales of 10’s of
thousands of nodes to estimate large scale throughput. Our application and API simulation
methodology ensures high communication resource utilization with robust, straightforward
interfaces conducive to collaborative heterogeneous accelerator integration. Application and system
developers are thus enabled to exploit heterogeneity to support higher system throughput.

Moderator: Rosa Badia (Barcelona Supercomputing Center (BSC); Polytechnic University of
Catalonia, Spain)
Panelist:

All three presenters from the Systems session will join for a common Q&A session.

8:30 am - 12:00 pm

SC21 SuperCompCloud: 5th International Workshop on Interoperability of
Supercomputing and Cloud Technologies

Session Description:



Imminent arrival and deployment of exascale systems among multiple hyperscaler cloud providers
are expected to enable breakthroughs for various scientific disciplines. Increasingly, these systems
utilize cloud technologies, enabling complex and distributed workflows that improve not only
scientific productivity, but accessibility of resources to a wide range of communities. Such an
integrated and seamlessly orchestrated system for supercomputing and cloud technologies is
indispensable for experimental facilities that have been experiencing an unprecedented rate of data
growth. While limited-scale HPC services have been available in public cloud environments,
petascale and beyond data and computing capabilities are provisioned within HPC data centers
using close-to-metal provisioning services to ensure performance, scaling and cost effectiveness.
This workshop aims to bring together experts and practitioners from academia, national
laboratories and industry to discuss technologies, use cases and best practices in order to set a
vision and direction for leveraging extreme scale computing and on-demand cloud ecosystems.

Welcome
David Hancock (Indiana University)

Invited Talk: Data Integrity in HPC/Cloud-Based Artificial Intelligence Research
Beth Plale (Indiana University)

The integrity of data and AI models that use data are critical to the trustworthiness of the outcomes
of AI research. Data and AI models could be corrupted by malicious actors on one hand and could
be subject to restrictions on their use on the other. Both suggest the need for care. This problem
takes on unique proportions when AI research requires large-scale HPC and cloud resources. In this
talk, I will speak to the issue of data integrity in HPC and cloud-based AI research, touching on
current research at IU and within the context of the recently funded NSF AI Institute, ICICLE,
Intelligent CI with Computational Learning in the Environment.

Case study of SARS-CoV-2 transmission risk assessment in indoor environments using cloud
computing resources
Kumar Saurabh (Iowa State University), Santi Advani (RocketML Inc), Adarsh Krishnamurthy (Iowa
State University), Hari Sundar (University of Utah), Baskar Ganapathysubramanian (Iowa State
University)



Complex flow simulations are conventionally performed on HPC clusters. However, the limited
availability of HPC resources has drawn attention towards deploying flow simulation software on
the cloud. We showcase how a complex computational framework, that can evaluate COVID-19
transmission risk in various indoor classroom scenarios can be abstracted and deployed on cloud
services. The availability of such cloud-based personalized planning tools can enable educational
institutions, medical institutions, the public sector, and other entities to comprehensively evaluate
various in-person interaction scenarios for transmission risk. We deploy the simulation framework
on the Azure cloud framework, utilizing the Dendro-kT mesh generation tool and PETSC solvers.
The cloud abstraction is provided by RocketML cloud infrastructure. We compare the performance
of the cloud machines with state-of-the-art HPC machine Frontera. Our results suggest that cloud-
based HPC resources are a viable strategy for a diverse array of end-users to rapidly and efficiently
deploy complex simulation software.

Q&A - Session 1
David Hancock (Indiana University)

SuperCompCloud: Morning Break (10-10:30)

Toward Integrated Hardware/Software Ecosystems for the Edge-Cloud-HPC Continuum: the
Transcontinuum Initiative
Gabriel Antoniu (French Institute for Research in Computer Science and Automation (INRIA))

Modern use cases such as autonomous vehicles, digital twins, smart buildings and precision
agriculture, greatly increase the complexity of application workflows. They typically combine
physics-based simulations, analysis of large data volumes and machine learning and require a
hybrid execution infrastructure: edge devices create streams of input data, which are processed by
data analytics and machine learning applications in the Cloud, and simulations on large, specialized
HPC systems provide insights into and prediction of future system state. All of these steps pose
different requirements for the best suited execution platforms, and they need to be connected in an
efficient and secure way. This assembly is called the Computing Continuum (CC). It raises
challenges at multiple levels: at the application level, innovative algorithms are needed to bridge
simulations, machine learning and data-driven analytics; at the middleware level, adequate tools



must enable efficient deployment, scheduling and orchestration of the workflow components
across the whole distributed infrastructure; and, finally, a capable resource management system
must allocate a suitable set of components of the infrastructure to run the application workflow,
preferably in a dynamic and adaptive way, taking into account the specific capabilities of each
component of the underlying heterogeneous infrastructure. This talk introduces TCI - the
Transcontinuum Initiative - a European multidisciplinary collaborative action aiming to identify the
related gaps for both hardware and software infrastructures to build CC use cases, with the
ultimate goal of accelerating scientific discovery, improving timeliness, quality and sustainability of
engineering artifacts, and supporting decisions in complex and potentially urgent situations.

Multi-Tenancy Management and Zero Downtime Upgrades Using Cray-HPE Shasta
Supercomputers

As supercomputing systems gradually become an integral part of data driven workflows such as
ML and AI or tightly-coupled pre- and post-processing pipelines, users need programmable access
to shared resources to avoid moving large volume of data to dedicated systems or to public cloud
providers. Public clouds or the private ones using technologies like OpenStack, multi-tenancy on
shared hardware has been a commonplace over a decade, offering users programmable and
privileged access to resources like compute, network and storage. Such access is unavailable to
users on batch-scheduled, multi-Petascale supercomputing systems, which are designed for
achieving close-to-metal performance for scientific applications at unprecedented scales. In this
paper, we focus on multi-tenancy within hardware and software stacks of Cray-HPE EX Shasta
supercomputing systems for creating high performance and cloud clusters for HPC and AI/ML
workloads respectively. Using orchestration examples for zero downtime upgrades of virtual
clusters, we demonstrate benefits of multi-tenant machines for achieving close-to-metal
performance, as well as elasticity and customization of resources without interruption to
operational services.

Best Practices for HPC Applications on Public Cloud Platforms

HPC applications come with a variety of different requirements for computation, communication,
and storage; and many of these requirements can be met with commodity technology available in
public clouds. We report on best practices for distributed memory HPC applications in public
clouds, using examples from well known applications mainly on IBM Cloud, with a simplified
cluster setup method provided by LSF with an auto-scaling feature.

Q&A - Session 2



David Hancock (Indiana University)

8:30 am - 12:00 pm

RSDHA: Redefining Scalability for Diversely Heterogeneous Architectures

Session Description:

Scalable computing has governed another dimension. Contrary to the traditional HPC definition of
total number of processors in a system, the newly rising dimension scales with the number of
different type of processing units sharing the computational load. HPC systems are expected to
employ a more diverse set of accelerators to accommodate the increasing computational and power
demands of evolving workloads. In the meantime, mobile and embedded devices already packing a
wide range of processing heterogeneity are expected to become highly connected and distributed.

The proposed workshop aims to target two core problems and establish a common ground where
researchers can exchange their expertise: how traditional HPC could adopt the architectural and
programming approaches employed by the diversely heterogeneous architectures; and how mobile
and embedded systems could take examples from traditional HPC to beat the multi-node
scalability challenges as they become increasingly more connected.

Invited Talk: Jeffrey Vetter (Oak Ridge National Laboratory)
Jeffrey Vetter (Oak Ridge National Laboratory (ORNL))

Moderator: Shuaiwen Leon Song (University of Sydney)
Panelist: Bradford Chamberlain (Hewlett Packard Enterprise), Allen Malony (University of Oregon),
Shirley Moore (University of Texas, El Paso), Catherine Schuman (Oak Ridge National Laboratory
(ORNL)), Antonino Tumeo (Pacific Northwest National Laboratory (PNNL)), Didem Unat (Koç
University, Turkey)

The panel discussion at RSDHA will seek answers for two primary questions:



-- How could the traditional HPC applications adopt the architectural, programming and runtime
approaches employed by the state-of-the-art diversely heterogeneous systems?

-- How could the diversely heterogeneous architectures for mobile and autonomous systems take
examples from traditional HPC to beat the multi-node scalability challenges as they become
increasingly more connected?

RSDHA: Morning Break (10:10-10:30)

Invited Talk: Mary Hall (University of Utah)
Mary Hall (University of Utah)

Exploration of Multi-Accelerator Neural Network Inference in Diversely Heterogeneous Embedded
Systems
Ismet Dagli (Colorado School of Mines)

Neural network inference (NNI) is commonly used in mobile and autonomous systems for latency-
sensitive critical operations such as obstacle detection and avoidance. In addition to latency, energy
consumption is also an important factor in such workloads, since battery is a shared and limited
resource in such systems. Energy and latency demands can vary based on the physical system
state. For example, the remaining energy on a low-running battery should be prioritized for motor
consumption in a quadcopter, whereas latency-aware execution becomes a priority if the
quadcopter is flying through obstacles. Many recent mobile and autonomous system-on-chips
embed a diverse range of accelerators with varying power and performance characters which can
be utilized to achieve this fine trade-off between energy and latency. In this paper, we investigate
Multi-accelerator Execution(MAE) on diversely heterogeneous embedded systems, where sub-
components of a given workload, such as NNI, can be assigned to different type of accelerators to
achieve a desired latency or energy goal. We first analyze the energy and performance
characteristics of execution of neural network layers on different type of accelerators. We then
explore energy/performance trade-offs via layer-wise scheduling for NNI by considering different
layer-to-PE mappings. We finally propose a customizable metric, called multi-accelerator execution
gain (MAEG), in order to measure the energy or performance benefits of MAE of a given workload.
Our empirical results on Jetson Xavier SoCs show that our methodology can provide up to \%28



energy/performance trade-off benefit compared to the case where all layers are assigned to a
single PE.

Comparing LLC-Memory Traffic between CPU and GPU Architectures
Mohammad Alaul Haque Monil (University of Oregon), Seyong Lee (Oak Ridge National Laboratory
(ORNL)), Jeffrey Vetter (Oak Ridge National Laboratory (ORNL)), Allen Malony (University of
Oregon)

The cache hierarchy in modern CPUs and GPUs is becoming complex. The introduction of
additional complexities by manufacturers makes understanding the handshake between the
memory access pattern and the cache hierarchy difficult. Moreover, the details of different cache
policies are not publicly available. Therefore, the research community relies on observation to
understand the relation between memory access patterns and cache hierarchy. Our previous
studies delved into different micro-architectures of Intel CPUs. In this study, GPUs from NVIDIA and
AMD are taken into consideration. Even though the execution models in CPUs and GPUs are
distinct, this study attempts to correlate the behavior of the cache hierarchy of CPUs and GPUs.
Using the knowledge gathered from Intel CPUs, the similarities and dissimilarities between CPUs
and GPUs are identified. Through model evaluation, this study provides a proof of concept that
LLC-memory traffic can be predicted for sequential streaming and strided access patterns on GPUs.

Platform Agnostic Streaming Data Application Performance Models
Clayton Faber (Washington University in St. Louis)

The mapping of computational needs onto execution resources is, by and large, a manual task, and
users are frequently guided simply by intuition and past experiences. We present a queueing
theory based performance model for streaming data applications that takes steps towards a better
understanding of resource mapping decisions, thereby assisting application developers to make
good mapping choices. The performance model (and associated cost model) are agnostic to the
specific properties of the compute resource and application, simply characterizing them by their
achievable data throughput. We illustrate the model with a pair of applications, one chosen from
the field of computational biology and the second is a classic machine learning problem.

Distributed Training for High Resolution Images: A Domain and Spatial Decomposition Approach
Aristeidis Tsaris (Oak Ridge National Laboratory (ORNL))

In this work we developed two Pytorch libraries using the PyTorch RPC interface for distributed
deep learning approaches on high resolution images. The spatial decomposition library allows for
distributed training on very large images, which otherwise won’t be possible on a single GPU. The
domain parallelism library allows for distributed training across multiple domain unlabeled data, by
leveraging the domain separation architecture. Both of those libraries where tested on the Summit



supercomputer at Oak Ridge National Laboratory at a moderate scale.

ELIXR: Eliminating Computation Redundancy in CNN-Based Video Processing
Jordan Schmerge (Colorado School of Mines)

Video processing frequently relies on applying convolutional neural networks (CNNs) for various
tasks, including object tracking, real-time action classification, and image recognition. Due to
complicated network design, processing even a single frame requires many operations, leading to
low throughput and high latency. This process can be parallelized, but since consecutive images
have similar content, most of these operations produce identical results, leading to inefficient usage
of parallel hardware accelerators. In this paper, we present ELIXR, a software system that
systematically addresses this computation redundancy problem in an architecture-independent
way, using two key techniques. First, ELIXR implements a lightweight change propagation
algorithm to automatically determine which data to recompute for each new frame, based on
changes in the input. Second, ELIXR implements a dynamic check to further reduce needed
computations, by leveraging special operators in the model (e.g., ReLU), and trading off accuracy for
performance. We evaluate ELIXR on two real-world models, Inception V3 and Resnet-50, and two
video streams. We show that ELIXR running on the CPU produces up to 3.49X speedup (1.76X on
average) compared with frame sampling, given the same accuracy and real-time processing
requirements, and we describe how our approach can be applied in an architecture-independent
way to improve CNN performance in heterogeneous systems.

Energy Efficient Task Graph Execution Using Compute Unit Masking in GPUs
Marcus Chow (University of California, Riverside), Kiran Ranganath (University of California,
Riverside)

The frontiers of Supercomputers are pushed by novel discrete accelerators. Accelerators such as
GPUs are employed to enable faster execution of Machine Learning, Scientific and High-
Performance Computing applications. However, it has been harder to gain increased parallelism in
traditional workloads. This is why more focus has been into Task Graphs. AMD's Directed Acyclic
Graph Execution Engine (DAGEE) allows the programmer to define a workload in fine-grained
tasks, and the system handles the dependencies at the lower-level. We evaluate DAGEE with the
Winograd-Strassen Matrix Multiplication algorithm and show that DAGEE achieves on average
15.3\% speed up over the traditional matrix multiplication algorithm.

While using DAGEE this may increase the contention among kernels due to the increased amount
of parallelism. However, AMD allows the programmer to set the number of active Compute Unit
(CU) by masking. This fine-grain scaling allows the system software to enable only the required
number of Computation Units within a GPU. Using this mechanism we develop a Runtime that
masks CU's for each task during a task graph execution and partitions each task into their separate



CU's, reducing overall contention and energy consumption. We show that our CU Masking runtime
on average reduces energy by 18%.

8:30 am - 12:00 pm

First International Symposium on Quantitative Codesign of Supercomputers

Session Description:

This symposium considers combining two methodologies; collaborative codesign and data-driven
analysis; to realize the full potential of supercomputing. To gain full potential of supercomputing we
consider everything pertaining to output production, including but not limited to the performance of
applications, system software, workflows and health of hardware. Our centers store vast sums of
information, yet using this data presents demanding challenges. Much of the data-driven challenge
has to do with discovering, accessing and analyzing the right data. Codesign also presents
formidable challenges. For example, how can a codesign development use the data collected on
current systems to facilitate the design of next-generation supercomputers and successfully
support our upcoming environments? Quantitative codesign offers a collaborative evidence-based
approach to address our existing needs and our upcoming ambitions. This symposium will bring
together leaders in the field to review current efforts across centers and discuss areas that show
potential.

Opening Comments and Welcome
Terry Jones (Oak Ridge National Laboratory (ORNL))

On The Experience of Long Time Data Collection on SuperMUC to Drive Energy Efficiency
Martin Schulz (Technical University Munich)

On our path to exascale, HPC systems are starting to push the limits in energy and power
consumption that are technically, economically and politically feasible. Therefore, increasing energy
efficiency is one of the most important design goals of HPC architectures and a central goal for
most HPC System Co-Design efforts. However, energy efficiency can only be achieved – and later
evaluated – if we first understand the energy and power consumption in both current and past



architectures and their applications. For the SuperMUC series of HPC systems at the Leibniz
Supercomputing Centre in Garching, Germany, we therefore implemented a comprehensive
monitoring system (the Data Center Data Base and the PerSyst framework) as well as a matching
analytics engine (Wintermute) that enables us, together with a comprehensive system
instrumentation, to long-term track the energy efficiency of all SuperMUC systems. In this talk, I will
discuss our infrastructure, the data collected, the insights we were able to gain, and how we were
able to use the data to affect machine design and operation.

Toward Ensuring an Effective Proxy App Suite: Lessons Learned from the ECP Proxy App Project
Jeanine Cook (Sandia National Laboratories)

Proxy applications have become a prevalent co-design tool for next-generation systems and for
system and testbed procurements. However, to be an effective tool, they must accurately represent
the behavior of their parent, they must be used in the context the designer intended (e.g., as a
network versus memory behavior proxy), and they must be easily obtained, built, and run to ensure
community adoption. In this talk, we will present quantitative methods to determine proxy fidelity
with respect to parent and we will discuss practices to improve the usability of proxy apps based
on lessons learned from the ECP proxy app project. We show which proxies are representative and
the overall coverage of behaviors in the ECP proxy app suite and present methods that we found
effective to improve the usability of this suite.

Bright Side and Dark Side of Codesign: Lessons Learned from Codesign for Fugaku
Mitsuhisa Sato (RIKEN)

We have carried out the FLAGSHIP 2020 Project to develop the Japanese exascale supercomputer
“Fugaku” The exascale system should be designed to be dramatically energy-efficient while
maintaining or improving performance, programmability, and reliability. As a key strategy for this
challenge, codesign, has received considerable attention in the HPC community. In the project, we
designed and developed an original manycore processor based on Armv8 instruction sets with the
Scalable Vector Extension (SVE), an A64FX processor, as well as a system including interconnect
and a storage ubsystem with the industry partner, Fujitsu. The codesign of the system and
applications was a key to making it power efficient and high performance. We determined many
architectural parameters by reflecting an analysis of a set of target applications provided by
applications teams. We will present our codesign effort for Fugaku and discuss the “bright” and
“dark” sides of the codesign methodology as lessons learned from our project.

HPE Network Codesign of Slingshot Interconnect



Duncan Roweth (Hewlett Packard Enterprise)

This talk will describe network codesign activities undertaken as part of the Cray PathForward
project: characterization of ECP applications and workloads, development of Slingshot device
models, enhancements to the SST simulator, and system scale simulation. We will also discuss a
novel hybrid emulation/simulation environment developed as part of this work. We will present
results of simulation together with results measured on HPE Cray EX systems being shipped.

Quantitative Codesign of Supercomputers: Morning Break
Terry Jones (Oak Ridge National Laboratory (ORNL))

Moderator: Jim Brandt (Sandia National Laboratories)
Panelist: Florina Ciorba (University of Basel, Switzerland), Esteban Meneses (Costa Rica National
High Technology Center), Larry Kaplan (Hewlett Packard Enterprise), Jesus Labarta (Barcelona
Supercomputer Center), Hatem Ltaief (King Abdullah University of Science and Technology
(KAUST)), Gabe Rockefeller (Los Alamos National Laboratory)

Panelists representing architects, operations, and research staff will discuss opportunities for
breakthroughs via codesign methodologies.

Moderator: Jim Brandt (Sandia National Laboratories)
Panelist:

Discuss technical challenges, future opportunities, community building, etc.

Earlier panelists and speakers participate.

Closing Comments
Terry Jones (Oak Ridge National Laboratory (ORNL))

Closing synopsis.

8:30 am - 12:00 pm

Urgent HPC: HPC for Urgent Decision Making



Session Description:

Responding to natural disasters, pandemics and time-sensitive societal issues, technological
advances are creating exciting new opportunities with the potential to move HPC beyond
traditional computational workloads. Combining high velocity data and live analytics with HPC
models can aid in urgently responding to real-world problems, ultimately saving lives and reducing
economic loss. But this requires expertise in a wide range of areas, and the tackling of many
technical challenges. If HPC can be proven as a tool in responding to these real-world issues,
however, the impact for our community could be huge.

This workshop will bring together stakeholders, researchers and practitioners from across the HPC
community to identify and tackle issues involved in using HPC for urgent decision making. Success
stories, case studies and challenges will be shared, with the goal of continued community building
around leveraging HPC as an important tool in urgently responding to disasters and societal
challenges.

Introduction and Welcome
Nick Brown (Edinburgh Parallel Computing Centre (EPCC), University of Edinburgh)

Invited Talk: The COVID-19 HPC Consortium – A Model for Advanced Computing in Crisis
Response with a Viable Future
John Towns (National Center for Supercomputing Applications (NCSA))

This presentation will focus on the establishment, operation, and impacts of the COVID-19 HPC
Consortium. This effort has been an unprecedented public-private partnership spanning academia,
government and industry. The Consortium has enabled over 100 research teams in responding to
the COVID-19 pandemic and produced scores of publications, models, data collections, tools, and
other resources. The Consortium has supported and informed both the national and international
response to the COVID-19 pandemic. The experience suggests a model for domestic and global
collaboration in response to crises that could be sustained as a National Strategic Computing
Reserve to ensure the nation is prepared for future crises (see recent White House release: National
Strategic Computing Reserve: a Blueprint*). We will also explore broader issues that this
experience points to that could be taken up to improve the efficiency and effectiveness of the



national research complex in responding to natural and man-made crises as well as to address the
need to enable innovation and high-risk, high reward research.

Lessons Learned from Responsive Molecular Dynamics Studies of the COVID-19 Virus
David J. Hardy (University of Illinois, Beckman Institute for Advanced Science and Technology), John
Stone (University of Illinois, Beckman Institute for Advanced Science and Technology), Barry
Isralewitz (University of Illinois, Beckman Institute for Advanced Science and Technology), Emad
Tajkhorshid (University of Illinois, Beckman Institute for Advanced Science and Technology)

Over the past 18 months, the need to perform atomic detail molecular dynamics simulations of the
SARS-CoV-2 virion, its spike protein, and other structures related to the viral infection cycle has led
biomedical researchers worldwide to urgently seek out all available biomolecular structure
information, appropriate molecular modeling and simulation software, and the necessary
computing resources to conduct their work. We describe our experiences from several COVID-19
research collaborations and the challenges they presented in terms of our molecular modeling
software development and support efforts, our laboratory's local computing environment, and our
scientists' use of non-traditional HPC hardware platforms such as public clouds for large scale
parallel molecular dynamics simulations.

Evaluating Policy-Driven Adaptation on the Edge-to-Cloud Continuum
Daniel Balouek-Thomert (University of Utah, Scientific Computing and Imaging Institute (SCI
Institute))

Developing data-driven applications requires orchestrating data-to-discovery pipelines across
distributed data sources and computing units. Realizing such pipelines poses two major challenges:
programming analytics that reacts at runtime to unforeseen events, and adaptation of the resources
and computing paths between the edge and the cloud. While these concerns are interdependent,
they must be separated during the design process of the application and the deployment
operations of the infrastructure.

This work proposes a system stack for the adaptation of distributed analytics across the computing
continuum. We evaluate the ability to continually balance the computation or data movement’s cost
with the value of operations to the application objectives. Using a disaster response application, we
observe that the system can select appropriate configurations while managing trade-offs. The
evaluation shows that our model is able to adapt to variations in the data input size, bandwidth,
and CPU capacities with minimal deadline violations (less than 10%).

Urgent HPC: Morning Break (10-10:30)



Supporting Multi-Messenger Astrophysics with Fast Gamma-Ray Burst Localization
Jacob Wheelock (Washington University in St. Louis)

Multi-messenger astrophysics is amongst the most promising approaches to astronomical
observations. A significant challenge, however, is the fact that many instruments have a narrow
field of view, so transient events are often missed by these instruments. The Advanced Particle-
astrophysics Telescope, currently under development, promises to provide low-latency detection
and localization for an important class of astronomical events, thereby enabling the full
observational capabilities of narrow field-of-view instruments to be brought to bear. We examine
the computational pipeline for detection and localization of Compton events utilizing computational
accelerators, both FPGAs and GPUs.

Real-Time COVID-19 Infection Risk Assessment and Mitigation based on Public-Domain Data
Albert Cheng (University of Houston)

A number of models have been developed to predict the spreads of the COVID-19 pandemic and
how non-pharmaceutical interventions (NPIs) such as social distancing, facial coverings, and
business and school closures can contain this pandemic. Evolutionary artificial intelligence (AI)
approaches have recently been proposed to automatically determine the most effective
interventions by generating a large number of candidate strategies customized for different
countries and locales and evaluating them with predictive models. These epidemiological models
and advanced AI techniques assist policy makers by providing them with strategies in balancing the
need to contain the pandemic and the need to minimize their economic impact as well as educating
the general public about ways to reduce the chance of infection. However, they do not advise an
individual citizen at a specific moment and location on taking the best course of actions to
accomplish a task such as grocery shopping while minimizing infection. Therefore, this paper
describes a new project aiming to develop a mobile-phone-deployable, real-time COVID-19
infection risk assessment and mitigation (RT-CIRAM) system which analyzes up-to-date data from
multiple open sources leveraging urgent HPC/cloud computing, coupled with time-critical
scheduling and routing techniques. Facing the increasing spread of the more contagious Delta
(B.1.617.2) variant, this personal system will be especially useful for individual citizen to reduce
her/his infection risk despite increasing vaccination rates while contributing to containing the spread
of the current and future pandemics.

Utilising urgent computing to tackle the spread of mosquito-borne diseases
Nick Brown (Edinburgh Parallel Computing Centre (EPCC), University of Edinburgh), Rupert Nash
(Edinburgh Parallel Computing Centre (EPCC)), Piero Poletti (Bruno Kessler Institute), Giorgio



Guzzetta (Bruno Kessler Institute), Mattia Manica (Bruno Kessler Institute), Agnese Zardini (Bruno
Kessler Institute), Markus Flatken (German Aerospace Center (DLR)), Jules Vidal (Sorbonne
University), Artur Podobas (KTH Royal Institute of Technology, Sweden), Wei Der Chien (KTH Royal
Institute of Technology, Sweden), Stefano Markidis (KTH Royal Institute of Technology, Sweden)

It is estimated that around 80\% of the world's population live in areas susceptible to at-least one
major vector borne disease, and approximately 20\% of global communicatable diseases are spread
by mosquitoes. Furthermore, the outbreaks of such diseases are becoming more common and
widespread, with much of this driven in recent years by socio-demographic and climatic factors.
These trends are causing significant worry to global health organisations, including the CDC and
WHO, and-so an important question is the role that technology can play in addressing them. In this
work we describe the integration of an epidemiology model, which simulates the spread of
mosquito-borne diseases, with the VESTEC urgent computing ecosystem. The intention of this
work is to empower human health professionals to exploit this model and more easily explore the
progression of mosquito-borne diseases. Traditionally in the domain of the few research scientists,
by leveraging state of the art visualisation and analytics techniques, all supported by running the
computational workloads on HPC machines in a seamless fashion, we demonstrate the significant
advantages that such an integration can provide. Furthermore we demonstrate the benefits of using
an ecosystem such as VESTEC, which provides a framework for urgent computing, in supporting
the easy adoption of these technologies by the epidemiologists and disaster response professionals
more widely.

Experiences with Cross-Facility Real-Time Light Source Data Analysis Workflows
Anna Giannakou (Lawrence Berkeley National Laboratory (LBNL)), Johannes Blaschke (Lawrence
Berkeley National Laboratory (LBNL)), Deborah Bard (Lawrence Berkeley National Laboratory
(LBNL)), Lavanya Ramakrishnan (Lawrence Berkeley National Laboratory (LBNL))

We are seeing a growth in scientific data from experimental and observational facilities that are
resulting in significant new computational patterns and needs. For example, scientists running
experiments at light Sources, often analyses workflows require near real-time access to compute
resources in order to obtain results used for re-configuring on-going experiments. These workflows
often have requirements that are different from the traditional large-scale parallel applications that
have traditionally run at HPC centers. In this paper, we present our experiences supporting two
light source data analysis workflows that run on HPC resources at National Energy Research
Scientific Computing Center. We discuss the characteristics of workflows, runtime requirements
and associated execution challenges when running on HPC environments. We present a discussion
that address execution challenges and current and future solutions for leveraging HPC resources
for near real-time data analysis.

Moderator: Nick Brown (Edinburgh Parallel Computing Centre (EPCC))



Panelist:

Summary and Conclusions
Nick Brown (Edinburgh Parallel Computing Centre (EPCC))

8:30 am - 12:00 pm

Correctness 2021: 5th International Workshop on Software Correctness for HPC
Applications

Session Description:

Ensuring correctness in high-performance computing (HPC) applications is one of the fundamental
challenges that the HPC community faces today. While significant advances in verification, testing
and debugging have been made to isolate software defects in the context of non-HPC software,
several factors make achieving correctness in HPC applications and systems much more
challenging than in general systems software: growing architecture heterogeneity, massive scale
computations, use of combined parallel programing models, new scalable numerical algorithms
and aggressive compiler optimizations are some of the challenges that make correctness harder in
HPC. As the complexity of future architectures, algorithms and applications in HPC increases, the
ability to fully exploit exascale systems will be limited without correctness. The goal of the
Correctness Workshop is to bring together researchers and developers to present and discuss
novel ideas to address the problem of correctness in HPC. The workshop will feature contributed
papers and invited talks.

Finding Large Poisson Polynomials Using Four-Level Variable Precision
David H. Bailey (Lawrence Berkeley National Laboratory (retired); University of California, Davis)

The tension between ``correct and reproducible'' computing and ``high-performance'' computing
is particularly acute in computational mathematics applications, some of which require very high
numeric precision (hundreds or thousands of digits) to produce correct and reproducible results,
resulting in very long run times. One solution is to employ a variable precision design, namely using



ordinary single- or double-precision arithmetic as much as possible, and shifting to higher levels of
precision only when necessary. But managing a large variable precision computation is a significant
programming challenge.

This study presents results using a new arbitrary precision package and a new four-level variable
precision application code to study a class of polynomials arising from the Poisson potential
function of mathematical physics. The application employs four levels of precision: IEEE double,
IEEE quad, medium precision (typically 100-1,000 digits) and full precision (typically 5,000 to
50,000 digits). Using this software, we have computed the minimal polynomials associated with
the Poisson potential function, not just in the special case $x = 1/s$ and $y = 1/s$ (for integers $1
\leq s \leq 50$), as in an earlier study, but also for many instances of the broader class of rationals
$x = p/s$ and $y = q/s$, for $1 \leq p,q < s/2 \leq 50$. In this paper, we present some initial results
of these computations, and also present some lessons learned from using extreme variable
precision in a computational mathematics application.

Guarding Numerics Amidst Rising Heterogeneity
Ganesh Gopalakrishnan (University of Utah)

New heterogeneous computing platforms---especially GPUs and other accelerators---are being
introduced at a brisk pace, motivated by the goals of exploiting parallelism and reducing data
movement. Unfortunately, their sheer variety as well as the optimization options supported by them
have been observed to alter the computed numerical results to the extent that reproducible results
are no longer possible to obtain without extra effort. Our main contribution in this paper is to
document the scope and magnitude of this problem that has not received much attention. We
propose a taxonomy of sub-topics and details under each, and close with a summary table of these
discussions. Given the magnitude of maintaining reliable information, we issue a call for community
action, helping us maintain a website containing curated information.

The MPI BUGS INITIATIVE: a Framework for MPI Verification Tools Evaluation
Emmanuelle Saillard (National Institute for Research in Computer Science and Automation (Inria),
France), Martin Quinson (University of Rennes; Inria, CNRS, IRISA)

Ensuring the correctness of MPI programs becomes as challenging and important as achieving the
best performance. Many tools have been proposed in the literature to detect incorrect usages of
MPI in a given program. However, the limited set of code samples each tool provides and the lack
of metadata stating the intent of each test make it difficult to assess the strengths and limitations of
these tools. In this paper, we present the MPI BUGS INITIATIVE, a complete collection of MPI codes
to assess the status of MPI verification tools. We introduce a classification of MPI errors and provide
correct and incorrect codes covering many MPI features and our categorization of errors. The
resulting suite comprises 1,668 codes, each coming with a well-formatted header that clarifies the



intent of each code and specifies how to execute and evaluate it. We evaluated the completeness
of the MPI BUGS INITIATIVE against eight state- of-the-art MPI verification tools.

OpenRace: An Open Source Framework for Statically Detecting Data Races
Bradley Swain (Coderrect Inc)

Data races are a particularly nefarious type of bugs that can affect the correctness of parallel
software. High performance computing applications are particularly vulnerable to data races as
they generally involve massive levels of parallelism. Detecting data races in large scale, complex,
and highly parallel applications can be nearly impossible without domain specific race detection
tools.

We present the OpenRace framework, the only open source project aimed at providing the
foundation needed to build a fast and precise static race detection tool for LLVM based languages.
OpenRace is designed to be extensible and allow new parallel programming frameworks to be
easily modeled without the need to write an entirely custom race detection engine.

The OpenRace tool has thus far passed 149 of the 172 C/C++ cases in DataRaceBench version
1.3.2, outperforming all dynamic tools and ranking second place overall among the tools with
results published by the DataRaceBench authors.

Correctness Workshop: Morning Break
Ignacio Laguna (Lawrence Livermore National Laboratory)

Performance of Dynamic Data Race Detection
Joachim Protze (RWTH Aachen University)

Benchmarks like DataRaceBench help evaluate the classification quality of data race detection tools
for simple memory access patterns. Various publications use short-running benchmark kernels from
OmpSRC and DRB also for performance benchmarking. Due to the short execution time, one-time
initialization overhead dominates and results are not representative for real codes. This paper
proposes a new problem class for SPEC OMP 2012 designed to analyze the runtime overhead of
data race detection tools.

Prior work reported runtime overheads of 80x and higher for the OpenMP data race detection tool
Archer. We use our newly proposed input data set to investigate the significant runtime overhead
of dynamic data race detection for specific applications. With the help of performance analysis



techniques, we can identify the root cause. Finally, we propose a modification of ThreadSanitizer,
limiting the runtime overhead for these applications to less than 40x.

High-Precision Evaluation of Both Static and Dynamic Tools Using DataRaceBench
Pei-Hung Lin (Lawrence Livermore National Laboratory)

DataRaceBench (DRB) is a dedicated benchmark suite to evaluate tools aimed to find data race
bugs in OpenMP programs. Using microbenchmarks with or without data races, DRB is able to
generate standard quality metrics and provide systematical and quantitative assessments of data
race detection tools. In this paper, we present a new version of DRB with several improvements.
First, we design a novel approach to enable high-precision checking of tool results. The approach
relies on a format to accurately encode data race ground truth information. The workflow of DRB
has also been improved to support static data race detection tools. Finally, an enhanced code
similarity analysis is developed to better detect redundant code patterns. Our experiments show
that the improved DRB generates more accurate reports for both static and dynamic data race
detection tools.

Moderator: Ignacio Laguna (Lawrence Livermore National Laboratory)
Panelist: Cindy Rubio-Gonzalez (University of California, Davis)

8:30 am - 12:00 pm

PAW-ATM 2021: The 4th Annual Parallel Applications Workshop, Alternatives
To MPI+X

Session Description:

Supercomputers get faster and more complex every year. MPI, long the dominant model for
distributed computation, has adapted by combining with models for intra-node parallelism (e.g.
OpenMP, CUDA). These MPI+X hybrids offer performance but demand significant programmer
effort to write, debug and tune applications.

Alternatives to MPI+X are worth exploring as programmer productivity becomes a major
component of the “time to science”. Some alternatives are parallel programing languages (e.g.
Chapel, Regent, Fortran 2018), general purpose libraries (e.g. Charm++, COMPSs, HPX, Legion,



UPC++), and domain specific (e.g. Arkouda, Dask, Spark). None are as widely used as MPI+X,
making it hard for programmers to judge if alternative models are appropriate for their application
and for programming model developers to understand where opportunities for improvement lie.

Through discussion of specific applications, PAW-ATM brings together application experts and
programming model developers to better understand available alternatives and how they may be
improved.

PAW-ATM2021 Introduction
Karla Morris (Sandia National Laboratories)

The 4th Annual Parallel Applications Workshop, Alternatives To MPI+X (PAW-ATM) introduction
and opening remarks

Invited talk: Towards an Efficient Use of Exa-Scale High-Performance Computing
Modesto Orozco (Institute for Reserach in BioMedicine (IRB), Barcelona)

New generation Tier-0 computers will cross soon the mythic Exa-Scale barrier. It is however less
clear that such massive computers will be used in a fruitful manner in complex systems such as the
biological one, where individual problems rarely  ts the ideal requirements for massively parallel
computers. I will summarize in my talk recent advances done in Barcelona within the context of the
BioExcel Center of Excellence to facilitate an optimal use of future Exa-Scale computers in the  eld
of computational biology.

Demonstrating UPC++/Kokkos Interoperability in a Heat Conduction Simulation
Colin A. MacLean (Lawrence Berkeley National Laboratory)

We describe the replacement of MPI with UPC++ in an existing Kokkos code that simulates heat
conduction within a rectangular 3D object, as well as an analysis of the new code's performance on
CUDA accelerators. The key challenges were packing the halos in Kokkos data structures in a way
that allowed for UPC++ remote memory access, and streamlining synchronization costs. Additional
UPC++ abstractions used included global pointers, distributed objects, remote procedure calls, and
futures. We also make use of the device allocator concept to facilitate data management in memory
with unique properties, such as GPUs. Our results demonstrate that despite the algorithm's good
semantic match to message passing abstractions, straightforward modifications to use UPC++
communication deliver vastly improved performance and scalability in the common case. We find
the one-sided UPC++ version written in a natural way exhibits good performance, whereas the
message-passing version written in a straightforward way exhibits performance anomalies. We



argue this represents a productivity benefit for one-sided communication models.

Scaling and Acceleration of Three-dimensional Structure Determination for Single-Particle Imaging
Experiments with SpiniFEL
Hsing-Yin Chang (SLAC National Accelerator Laboratory), Elliott Slaughter (SLAC National
Accelerator Laboratory)

The Linac Coherent Light Source is an X-ray free electron laser facility enabling the study of the
structure and dynamics of single macromolecules. A major upgrade will bring the repetition rate of
the X-ray source from 120 to 1 million pulses per second. Exascale computing capabilities will be
required to process the corresponding data rates. We present SpiniFEL, an application for structure
determination of proteins from single-particle imaging experiments, an emerging technique which
breaks free from the need for crystallization and allows for imaging single molecule at ambient
conditions. SpiniFEL is being developed to run on supercomputers to perform near real-time data
analysis and guide data collection strategy. We describe how we reformulated the mathematical
framework for parallelizable implementation and accelerated compute intensive parts of the
application. We also describe the use of Pygion, a Python interface for the Legion task-based
programming model and compare to its equivalent MPI+GPU implementation.

PAW-ATM Morning Coffee Break (10-10:30)

Towards High Productivity and Performance for Irregular Applications in Chapel
Thomas B. Rolinger (University of Maryland, Laboratory for Physical Sciences)

Large scale irregular applications, such as sparse linear algebra and graph analytics, exhibit fine-
grained memory access patterns and operate on very large data sets. The Partitioned Global
Address Space (PGAS) model simplifies the development of distributed-memory irregular
applications, as all the memory in the system is viewed logically as a single shared address space.
The Chapel programming language provides a PGAS programming model and offers high
productivity for irregular application developers, as remote communication is performed implicitly.
However, irregular applications written in Chapel often struggle to achieve high performance due to
implicit fine-grained remote communication. In this work, we explore techniques to bridge the gap
between high productivity and high performance for irregular applications using the Chapel
programming language. We present high-level implementations of the Breadth First Search (BFS)
and PageRank applications. We then describe optimized versions that utilize message aggregation
and data replication in ways that could potentially be applied automatically, improving performance



by as much as 1,219x for BFS and 22x for PageRank. When compared to MPI+OpenMP
implementations that employ optimizations of the same type as those applied to the Chapel codes,
our optimized code is 3.7x faster on average for BFS but 1.3x slower for PageRank.

Evaluation of two topology-aware heuristics on level-3 BLAS library for multi-GPU platforms
Thierry Gautier (LIP/INRIA/CNRS/UCL), Joao Vicente Ferreira Lima (Universidade Federal de Santa
Maria)

Nowadays GPUs have dominated the market considering the computing/power metric and
numerous research works have provided Basic Linear Algebra Subprograms implementations
accelerated on GPUs. Several software libraries have been developed for exploiting performance of
systems with accelerators, but the real performance may be far from the platform peak
performance with multiple GPUs. This paper presents two runtime heuristics to gain in
performance when task based programs are performed on heterogeneous architecture such as
multi-GPU systems. The first is a topology-aware policy to takes into account the heterogeneity of
the high speed links that interconnect GPUs. The second is an optimistic heuristic that favors
communication between devices. These have been implemented in the XKBLAS library BLAS-3
library. We made experiments on a NVIDIA DGX-1 with up to 8 GPUs V100 on a set of Basic
Linear Algebra Subroutines. Experimental results on kernels showed that XKBlas outperformed
most implementations including the overhead of creation and scheduling of dynamic tasks.

Optimization of Asynchronous Communication Operations through Eager Notifications
Amir Kamil (Lawrence Berkeley National Laboratory, University of Michigan)

UPC++ is a C++ library implementing the Asynchronous Partitioned Global Address Space
(APGAS) model. We propose an enhancement to the completion mechanisms of UPC++ used to
synchronize communication operations that is designed to reduce overhead for on-node operations.
Our enhancement permits eager delivery of completion notification in cases where the data transfer
semantics of an operation happen to complete synchronously, for example due to the use of
shared-memory bypass. This semantic relaxation allows removing significant overhead from the
critical path of the implementation in such cases.

We evaluate our results on three different representative systems using a combination of
microbenchmarks and five variations of the the HPCChallenge RandomAccess benchmark
implemented in UPC++ and run on a single node to accentuate the impact of locality. We find that
in RMA versions of the benchmark written in a straightforward manner (without manually
optimizing for locality), the new eager notification mode can provide up to a 25% speedup when
synchronizing with promises and up to a 13.5x speedup when synchronizing with conjoined
futures. We also evaluate our results using a graph-matching application written with UPC++ RMA
communication, where we measure overall speedups of as much as 11% in single-node runs of the



unmodified application code, due to our transparent enhancements.

Moderator: Swaroop S. Pophale (Oak Ridge National Laboratory (ORNL))
Panelist: Barbara Chapman (Stony Brook University), Alan Edelman (Massachusetts Institute of
Technology (MIT)), Eric Laurendeau (Polytechnique Montreal), Modesto Orozco (Institute for
Reserach in BioMedicine (IRB), Barcelona), Nikhil Padmanabhan (Yale University)

Different aspects of the workshop and other questions from the moderator and audience will be
discussed in the panel.

8:30 am - 12:00 pm

12th Workshop on Latest Advances in Scalable Algorithms for Large Scale
Systems

Session Description:

Novel scalable scientific algorithms are needed to enable key science applications to exploit the
computational power of large scale systems. These extreme scale algorithms need to hide network
and memory latency, have very high computation/communication overlap and minimal
communication and have no synchronization points. With the advent of Big Data and AI, the need
for such scalable mathematical methods and algorithms able to handle data and compute-intensive
applications at scale becomes even more important. Scientific algorithms for multi-petaflop and
exaflop systems need to be fault tolerant and fault resilient; the probability of faults increases with
scale. Finally, with the advent of heterogeneous compute nodes that employ standard processors
as well as GPGPUs, scientific algorithms need to match these architectures to extract the most
performance. Key science applications require novel mathematics, mathematical models and
system software that address the scalability and resilience challenges of current- and future-
generation extreme scale HPC systems.

Workshop Opening
Vassil Alexandrov (Hartree Centre, Science and Technology Facilities Council (STFC), UK), Christian
Engelmann (Oak Ridge National Laboratory (ORNL))



Invited Talk: Intelligent Simulations – How Combining AI and HPC Can Enable New Discoveries
Ian Foster (University of Chicago)

The search for ever-more accurate and detailed simulations of physical phenomenon has driven
decades of improvements in both supercomputer architecture and computational methods. It seems
increasingly likely that the next several orders of magnitude improvements are likely to come, at
least in part, from the use of machine learning and artificial intelligence methods to learn
approximations to complex functions and to assist in navigating complex search spaces. Without
any aspiration for completeness, I will review some relevant activities in this space and suggest
some implications for future research.

Iterative Methods with Mixed-Precision Preconditioning for Ill-Conditioned Linear Systems in
Multiphase CFD Simulations
Yasuhiro Idomura (Japan Atomic Energy Agency)

A new mixed-precision preconditioner based on the iterative refinement (IR) method is developed
for the preconditioned conjugate gradient (P-CG) solver and the multigrid preconditioned conjugate
gradient (MGCG) solver in the multi-phase thermal-hydraulic CFD code JUPITER. In the IR
preconditioner, mixed-precision computing is designed to avoid influences of the roundoff errors in
computing ill-conditioned matrices. Linear systems are normalized within the dynamic range of
FP16. All data is stored in FP16 to reduce memory access, while all computation is performed in
FP32, which keeps the similar convergence property as FP32, while the computational
performance is close to FP16. The developed solvers are optimized on Fugaku (A64FX), and
applied to ill-conditioned matrices with 90 billion DOFs in JUPITER. The P-CG and MGCG solvers
with the new IR preconditioner show excellent strong scaling up to 8,000 CPUs, where 5.7x and
3.4x speedups are respectively achieved from the conventional solvers on Oakforest-PACS (KNL).

Optimized Cascadic Multigrid Parareal Method for Explicit Time-Marching Scheme
Yen-Chen Chen (University of Tokyo)

High-performance computing research is entering the exascale computing era. Large-scale
simulations have more than enough parallel resources but reach a saturation point in spatial
parallelization due to the communication cost and synchronization overhead. Parallel-in-time (PinT)
methods are a solution to the saturation problem. To date, many efficient PinT methods have been
proposed, but most experiments focus on small problems with a large number of time steps.
Applications that are solved by explicit time-marching schemes, especially, are highly scalable in
the spatial domain. Therefore very few researchers use PinT methods on explicit time-marching
schemes. Furthermore, PinT methods often require many processors to achieve faster computation
than sequential code. This work proposes a PinT method for explicit schemes that provide efficient



parallelization with few working processes. The numerical experiment of advection equation and
compressible viscous flow simulation shows that the proposed method could achieve better
parallel efficiency than spatial parallelization.

Morning Break

Unleashing the Performance of bmSparse for the Sparse Matrix Multiplication in GPUs
Gonzalo Berger (University of the Republic, Uruguay)

The evolution of data science and machine learning has increased the applicability of the sparse
matrix multiplication (SPGEMM) kernel. Unlike more well-known operations such as the SPMV, in
the SPGEMM the nonzero pattern of the result is determined by the interaction between the
nonzero patterns of the inputs, which imposes serious challenges to the development of high-
performance implementations for accelerators. Recent efforts in this subject aim to mitigate this
irregularity through the use of block-based sparse storage formats, obtaining promising results on
accelerators such as GPUs. In this work, we study the format bmSparse [1] and propose
optimizations to attack the principal bottlenecks of the original SPGEMM implementation for Nvidia
GPUs. We evaluate the proposal using nine sparse matrices of different sizes, showing remarkable
speedups with respect to CUSPARSE’s CSR variant.

Passel: Improved Scalability and Efficiency of Distributed SVM Using a Cacheless PGAS Migrating
Thread Architecture
Brian Page (University of Notre Dame)

Stochastic Gradient Descent (SGD) is a valuable algorithm for large-scale machine learning, but has
proven difficult to parallelize on conventional architectures because of communication and memory
access issues. The HogWild series of mixed logically distributed and physically multi-threaded
algorithms overcomes these issues for problems with sparse characteristics by using multiple local
model vectors with asynchronous atomic updates. While this approach has proven effective for
several reported examples, there are others, especially very sparse cases, that do not scale as well.
This paper discusses an SGD Support Vector Machine (SVM) on a cacheless migrating thread
architecture using the Hogwild algorithms as a framework. Our implementations on this novel
architecture achieved superior hardware efficiency and scalability over that of a conventional cluster
using MPI. Furthermore these improvements were gained using naive data partitioning techniques
and hardware with substantially less compute capability than that present in conventional systems.



Batched Sparse Iterative Solvers for Computational Chemistry Simulations on GPUs
Isha Aggarwal (Indian Institute of Information Technology, Sri City)

This paper presents batched iterative solvers for GPU architectures. We elaborate on the design of
the batched functionality aiming for optimal performance while still giving the user some flexibility
in terms of choosing a sparse matrix format, a preconditioner optimized for the distinct items of the
batch, and an application-specific stopping criterion that is evaluated for each problem in the batch
individually. Performance results for benchmark problems coming from PeleLM simulations reveal
the potential of the batched iterative solvers for computational chemistry simulations, and their
advantage compared to the current vendor-provided batched solutions.

Usability of Markov Chain Monte Carlo Preconditioners in Practical Problems
Vassil Alexandrov (Hartree Centre, Science and Technology Facilities Council (STFC), UK)

In this paper we present the results of our exploration of applicability of preconditioners computed
using the Markov Chain Monte Carlo Matrix Inversion ((MC) 2 MI) method to a variety of linear
systems from the domain of quantum chromodynamics, plasma physics and engineering. The latter
two are represented by matrices extracted from BOUT++ and Nektar++ codes with specific
problem statements. Additionally we present the scaling behavior of our implementation for GPUs
and CPUs.

Workshop Closing
Vassil Alexandrov (Hartree Centre, Science and Technology Facilities Council (STFC), UK), Christian
Engelmann (Oak Ridge National Laboratory (ORNL))

8:30 am - 12:00 pm

XLOOP 2021: The 3rd Annual Workshop on Extreme-Scale Experiment-in-the-
Loop Computing

Session Description:

Advancement in computational power and high-speed networking is enabling a new model of
scientific experiment, experiment-in-the-loop computing (EILC). In this model, simulation and/or



learning modules are run as data is collected from observational and experimental sources.
Presently, the amount and complexity of data generated by simulations and by observational and
experimental sources, such as sensor networks and large-scale scientific facilities, continues to
increase. Several research challenges exist, many of which are independent of the scientific
application domain. To merge simulation ensembles and experimental data sets, new algorithms,
including artificial intelligence and machine learning algorithms, must be developed. Data transfer
techniques and workflows must be constructed to control the ensembles and integrate simulated
and observed data sets. The Workshop on Extreme-scale Experiment-in-the-Loop Computing
(XLOOP 2021) will be a unique opportunity to promote this interdisciplinary topic area. We invite
papers, presentations and participants from the physical and computer sciences.

XLOOP: Invited speaker
Georgia Tourassi (Oak Ridge National Laboratory (ORNL))

ALS Share, a Lightweight Data Sharing Service for a Synchrotron Radiation Facility
Bjoern Enders (Lawrence Berkeley National Laboratory (LBNL), National Energy Research Scientific
Computing Center (NERSC))

Today, beamlines at DOE light sources produce vast amounts of data that can easily outgrow local
compute and storage capacity. Beamline operators need to find mechanisms that facilitate easy
access for experimenters to their data (with appropriate access control) but that host it externally, to
quickly free up constrained local storage capacity. Here, we show how HPC and network facilities
can be coupled to a light source facility to build an efficient, low-maintenance data distribution
platform.

Designing a Streaming Data Coalescing Architecture for Scientific Detector ASICs with Variable
Data Velocity
Sebastian Strempfer (Argonne National Laboratory (ANL)), Kazutomo Yoshii (Argonne National
Laboratory (ANL))

Scientific detectors are a key technological enabler for many disciplines. Application-specific
integrated circuits (ASICs) are used for many of these scientific detectors. Until recently, pixel
detector ASICs have been used mainly for analog signal processing of the charge from the sensor
layer and the transmission of raw pixel data off the detector ASIC. However, with the availability of
more advanced ASIC technology nodes for scientific application, more digital functionality from the
computing domains (e.g., compression) can be integrated directly into the detector ASIC to increase
data velocity. However, these computing functionalities often have high and variable latency,



whereas scientific detectors must operate in real-time (i.e., stall-free) to support continuous
streaming of sampled data. This paper presents an example from the domain of pixel detectors
with on-chip data compression for X-ray science applications. To address the challenges of
variable-sized data from a parallel stream of compressors, we present an ASIC design architecture
to coalesce variable-length data for transmission over a fixed bit-width network interface.

Bridging Data Center AI Systems with Edge Computing for Actionable Information Retrieval
Zhengchun Liu (Argonne National Laboratory (ANL), University of Chicago)

Extremely high data rates at modern synchrotron and X-ray free-electron laser light source
beamlines motivate the use of machine learning methods for data reduction, feature detection, and
other purposes. Regardless of the application, the basic concept is the same: data collected in early
stages of an experiment, data from past similar experiments, and/or data simulated for the
upcoming experiment are used to train machine learning models that, in effect, learn specific
characteristics of those data; these models are then used to process subsequent data more
efficiently than would general-purpose models that lack knowledge of the specific dataset or data
class. Thus, a key challenge is to be able to train models with sufficient rapidity that they can be
deployed and used within useful timescales. We describe here how specialized data center AI
(DCAI) systems can be used for this purpose through a geographically distributed workflow.
Experiments show that although there are data movement cost and service overhead to use remote
DCAI systems for DNN training, the turnaround time is still less than 1/30 of using a locally deploy-
able GPU.

XLOOP Morning Coffee Break (10-10:30)

High-Performance Hybrid-Global-Deflated-Local Optimization with Applications to Active
Learning
Marcus Noack (Lawrence Berkeley National Laboratory (LBNL))

Mathematical optimization lies at the core of many science and industry applications. One important
issue with many current optimization strategies is a well-known trade-off between the number of
function evaluations and the probability to find the global, or at least sufficiently high-quality local
optima. In machine learning (ML), and by extension in active learning --- for instance for
autonomous experimentation --- mathematical optimization is often used to find the underlying
uncertain surrogate model from which subsequent decisions are made and therefore ML relies on
high-quality optima to obtain the most accurate models. Active learning often has the added



complexity of missing offline training data; therefore, the training has to be conducted during the
data collection which can stall the acquisition if standard methods are used. In this work, we
highlight recent efforts to create a high-performance hybrid optimization algorithm (HGDL),
combining derivative-free global optimization strategies with local, derivative-based optimization,
ultimately yielding an ordered list of unique local optima. Redundancies are avoided by deflating
the objective function around earlier encountered optima. HGDL is designed to take full advantage
of parallelism by having the most computationally expensive process, the local first and second-
order-derivative-based optimizations, run in parallel on separate compute nodes in separate
processes. In addition, the algorithm runs asynchronously; as soon as the first solution is found, it
can be used while the algorithm continues to find more solutions. We apply the proposed
optimization and training strategy to Gaussian-Process-driven stochastic function approximation
and active learning.

Adversarial Attacks against AI-driven Experimental Peptide Design Workflows
Arvind Ramanathan (Argonne National Laboratory (ANL))

Artificial intelligence/ machine learning (AI/ML) techniques are fueling a revolution in how scientific
experiments are designed, implemented and automated. Specifically, increasing high-bandwidth
instruments coupled to new hardware and software systems can significantly improve the
throughput of experimental results, while AI/ML techniques can provide insights into novel science
and theories that were hitherto inaccessible. Despite recent progress in such ``self-driving labs'',
these automated platforms are susceptible to traditional cyber-security attacks. Using a motivating
example of an automated approach to design antimicrobial peptides (AMP), our position paper
seeks to demonstrate how adversarial attacks may affect the execution of such experimental
workflows. We highlight important problems in adversarial robustness that may need to be
resolved in order to establish a trustworthy and safe AI-driven AMP synthesis system.

Optimizing High-Throughput Capabilities by Leveraging Reinforcement Learning Methods with the
Bluesky Suite
Thomas Caswell (Brookhaven National Laboratory)

Modern light sources have dramatically increased available photon flux at beamlines, allowing
greatly increased measurement speeds for many techniques and enabling high-throughput modes.
The limiting factor in optimizing such processes is typically driven by variations in sample
composition leading to differing requirements for measurement time to achieve optimal
measurement statistics across all samples. When human-driven, such dynamic sample-by-sample
scheduling operations are at best tedious and at worst unoptimized or mistake prone.
Reinforcement learning methods offer a path to autonomously drive such high-throughput
experiments, and the Bluesky suite allows for their ready integration. In this contribution we will
discuss how reinforcement learning aids high-throughput data collection and practical



considerations for implementing these methods on a beamline.

Moderator: Eli Dart (Energy Sciences Network (ESnet))
Panelist: Kurt Maier (Pacific Northwest National Laboratory (PNNL)), Thomas Caswell (Brookhaven
National Laboratory), Mark Neubauer (University of Illinois)

8:30 am - 12:00 pm

HUST-21: 8th International Workshop on HPC User Support Tools

Session Description:

Supercomputing centres exist to drive scientific discovery by supporting researchers in
computational science fields. To improve the productivity of the user and the usability of systems in
an environment as complex in a typical HPC centre they employ specialised support teams and
individuals. The broad support effort ranges from basic system administration to managing 100's of
Petabytes with complex hierarchal data-storage systems, to supporting high performance
networks, or consulting on advanced math libraries, code optimisation, and managing complex HPC
software stacks. Often, support teams struggle to adequately support scientists as HPC
environments are extremely complex and combined with additional layers of complexity of
hierarchical data storage, multiple networks, hybrid hardware configuration, and maintaining
complicated research software stacks to support 100's or even 1000's of HPC users can be
extremely demanding.

Energy-Based Accounting Model for Heterogeneous Supercomputers
Cristian Di Pietrantonio (Pawsey Supercomputing Center, Western Australia)

In this paper we present a new accounting model for heterogeneous supercomputers. An
increasing number of supercomputing centers adopt heterogeneous architectures consisting of
CPUs and hardware accelerators for their systems. Accounting models using the core hour as unit
of measure are redefined to provide an appropriate charging rate based on the computing
performance of different processing elements, as well as their energy efficiency and purchase price.
We provide an overview of existing models and define a new model that, while retaining the core
hour as a fundamental concept, takes into account the interplay among resources such as CPUs
and RAM, and that bases the GPU charging rate on energy consumption. This model, designed for



the next supercomputer at the author's institution, has a lot of advantages compared to other
models, introducing carbon footprint as a primary driver in determining the allocation of
computational workflow on heterogeneous resources.

Efficient Software for Archiving and Retrieving Results of Massive Bioinformatics Analyses in High-
Performance Computing Environments
Craig P. Steffen (University of Illinois, National Center for Supercomputing Applications (NCSA))

Modern sequencing and computers in biomedical and agricultural areas generate thousands of
samples every day. Bioinformatics workflows produce vast amounts of data, which need to be
managed:. This creates bottlenecks when multiple workflows are running simultaneously and
accessing the file system. The difficulty stems chiefly from the frequently very large number of files,
with a highly nested directory structure, and a heterogeneous distribution of file sizes, with
emphasis on large numbers of very small files. Parallel file systems, such as Lustre, GPFS, and tape
archives, can perform poorly under these circumstances due to overabundance of metadata.
Packaging files into archives ease the I/O burden when the collection is moved or archived.
Standard packaging utilities, such as tar and zip, do not scale well with the size of the data for this
particular use case. This manuscript reviews three parallel alternatives, showing their performance
on high performance computing systems.

HUST Community Survey
Elsa Gonsiorowski (Lawrence Livermore National Laboratory)

HUST-21 Morning Break

Science Gateway Integration Examples with the Custos Security Service
Isuru Ranawaka (Indiana University)

Science gateways are user-facing cyberinfrastructure that provide researchers and educators with
Web-based access to scientific software, computing, and data resources. Managing user identities,
accounts, and permissions are essential tasks for science gateways, and gateways likewise must
manage secure connections between their middleware and remote resources. The Custos project is
an effort to build open source software that can be operated as a multi-tenanted service that



provides reliable implementations of common science gateway cybersecurity needs, including
federated authentication, identity management, group and authorization management, and
resource credential management. Custos aims further to provide integrated solutions through these
capabilities, delivering end-to-end support for several science gateway usage scenarios. This paper
examines four deployment scenarios using Custos and associated extensions beyond previously
described work.

A Dynamic, Multi-Protocol Data Storage Integration Framework for Multi-Tenanted Science
Gateway Middleware
Dimuthu Wannipurage (Indiana University, Cyberinfrastructure Integration Research Center)

Science gateways are user-centered, end-to-end cyberinfrastructure for managing scientific data
and executions of computational software on distributed high-performance computing and cloud
resources. An important challenge for science gateways is to manage data at scale, where scaling
pressures come from both the number of users of successful gateways and the size of data used in
scientific workflows that the gateways execute. This paper examines the use of managed file
transfer (MFT) approaches to generalize several data flow scenarios. We examine a particular
implementation, Airavata MFT, which can be used to extend the data stores integrated with a
science gateway beyond local storage to include multiple remote storage instances, including cloud
vendors. Integration with these diverse storage types is done through a common application
programming interface for data operations, making the integration of a new storage system a
configuration change without requiring changes to portal server code.

LogAn: HPC System Log Anomaly Detection Tool
Elisabeth Moore (Los Alamos National Laboratory)

We address the problem of anomaly detection on HPC system log lines, and present a new
approach and associated tool implementation for detecting unusual behaviors within syslog. Our
tool, LogAn, provides not only statistical anomaly detection which can discover previously unknown
behaviors, but also the capability for a user to interact and guide the tool towards syslog messages
of interest. We provide a user interface that supports a variety of workflow options, from a high-
level view with a snapshot of number of unusual lines found, to a drilled-down view that allows a
system administrator to gain more understanding of a flagged line, and to place that line in context.
We have find that LogAn is able to detect syslog lines of interest that would not have been caught
by existing legacy filters and flags, and provides a crucially-needed, fast, and flexible approach to
syslog analysis.




